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Abstract. This paper is concerned with estimation of parameters defined by moment equalities. In this context, Kitamura, Otsu and Evdokimov (2013a) have introduced the minimum Hellinger distance (HD) estimator which is asymptotically semiparametrically efficient when the model is correctly specified and achieves optimal minimax robust properties under small deviations from the model (local misspecification). This paper evaluates the performance of inference procedures under two complementary types of misspecification, local and global. After showing that HD is not robust to global misspecification, we introduce, in the spirit of Schennach (2007), the exponentially tilted Hellinger distance (ETHD) estimator by combining the Hellinger distance and the Kullback-Leibler information criterion. Our estimator shares the same desirable asymptotic properties as HD under correct specification and local misspecification, and remains well-behaved under global misspecification. ETHD therefore appears to be the first estimator that is efficient under correct specification, and robust to both global and local misspecification.
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1. Introduction

It is well-recognized that economic models are simplification of reality and, as such, are intrinsically bound to be misspecified (see e.g. Maasoumi (1990), Hall and Inoue (2003), and Schennach (2007)). As a result, the choice of an inference procedure should not solely be based on its performance under correct specification, but also on its robustness to misspecification.

Two types of misspecification are outlined in the literature, so-called local and global misspecification. If the model of interest is one that describes the parameter of interest through moment restrictions, this model is globally misspecified if, under the true distribution of the data, no parameter value is compatible with the moment restrictions (see e.g. Kitamura (2000), Hall and Inoue (2003), and Schennach (2007)). This type of misspecification has been acknowledged for instance in modern asset pricing theory which advocates the use of moment condition models that depend on a pricing kernel to price financial assets. Unlike what the economic theory suggests, it is long recognized that no pricing
kernel can correctly price all financial securities. As a consequence, the pricing kernel used in applications is the one that is the least misspecified; see e.g. Hansen and Jagannathan (1997), Almeida and Garcia (2012), Kan, Robotti and Shanken (2013), Gospodinov, Kan and Robotti (2014), Gospodinov and Maasoumi (2017), and Antoine, Proulx and Renault (2018). Recently, misspecification has also been considered in moment based models by Ashley (2009), Nevo and Rosen (2012), Conley, Hansen, and Rossi (2012), Guggenberger (2012), and Kolesar, Chetty, Friedman, Glaeser, and Imbens (2015) who have studied inference in instrumental variable models including non-exogenous instruments; by Bravo (2014) who has studied inference in globally misspecified moment condition models including a semiparametric component; and by Cheng, Liao and Shi (2016) who have introduced an averaging GMM estimator from possibly misspecified models.

A moment condition is locally misspecified if, under the true distribution of the data, the moment condition is invalid for any finite sample size but the magnitude of violation is so small that it disappears asymptotically. Examples of local misspecification include the case where an asymptotically vanishing proportion of data sample is contaminated or exposed to measurement errors.

In this paper, we consider economic models defined by moment restrictions, and evaluate the performance of inference procedures of interest under these two complementary types of misspecification. Since the extent and nature of the misspecification are unknown in practice, it appears ideal to rely on inference procedures that are asymptotically efficient in correctly specified models, and asymptotically robust to both types of misspecification. To our knowledge, such an inference procedure is not currently available, and the main contribution of this paper is to fill this gap. An estimator robust to global misspecification remains asymptotically normal with the same rate of convergence as when the model is correctly specified. The appeal of such an estimator comes from the fact that its asymptotic distribution that is valid under both global misspecification and correct specification can be derived making inference immune to global misspecification routinely possible. Such an estimator is asymptotically centered around a pseudo-true value that matches the true parameter value if the model is correct.

By contrast, local misspecification is only noticeable in small samples (and not at the limit). Since the true distribution of the data is expected to match the one postulated by the researcher as the sample size gets large, one can define the true parameter value as the value that solves the assumed model. An efficient estimator is robust to local misspecification when its worse mean square error (computed over all possible small deviations of data distribution) remains the smallest in a certain class of estimators. Estimators that are robust to local misspecification remain consistent (for the true parameter value) so long as the true data-distribution is sufficiently close to the postulated distribution.

The study of large sample behaviour of estimators under model misspecification has registered a close attention in the econometric literature for more than three decades. Earlier work include White (1982) and Gouriéroux, Monfort and Trognon (1984) who study the maximum likelihood estimator. Hall and Inoue (2003) study the generalized method of moments (GMM) estimator under global misspecification.
in a general setting extending the work of Maasoumi and Phillips (1982) and Gallant and White (1988) who focused on some GMM-type of estimators with special choice of weighting matrices. They show that, in the context of independent and identically distributed data, the two-step GMM estimator is asymptotically normal and its asymptotic distribution robust to global misspecification is provided.

More recently developed estimators for moment condition models have also been analyzed under global misspecification. We can cite the Euclidean Empirical Likelihood (EEL), also known as the continuously updated GMM, the exponential tilting (ET) and the maximum empirical likelihood (EL) estimators; all belonging to the Cressie-Read (CR) minimum power divergence class of estimators. These estimators rely on implied probabilities to re-weight the sample observations in order to guarantee that the moment condition is exactly satisfied (in sample). These estimators are defined as minimizers of some measure of discrepancy between the implied probabilities and the uniform weights \(1/n\). Kitamura (2000) studies ET and establishes its robustness. The main advantage of EL is that, under correct specification, it has fewer sources of higher-order bias (see Newey and Smith, 2004). Schennach (2007) studies EL under global misspecification and shows that it is not robust. She identifies some singularity issues in the implied probability function of EL that are responsible for its lack of robustness; see also Smith (2007) and Broniatowski and Keziou (2012) for related conjectures. Then, observing that ET’s implied probabilities do not display any such singularity, Schennach (2007) extends an approach previously considered in Corcoran (1998) and Jing and Wood (1996) to propose the exponentially tilted empirical likelihood (ETEL) estimator that combines EL’s discrepancy function with ET’s implied probabilities ETEL is quite appealing: it is efficient and shares the higher-order bias properties of EL in correct models, and remains as stable as ET in globally misspecified models; see also related results by Smith (2007) who combines GEL implied probabilities with EL criterion function. In addition to these estimators, a computationally friendly alternative to EL and ETEL, the so-called three-step EEL estimator, has been introduced by Antoine, Bonnal and Renault (2007) and proven to be robust by Dovonon (2016).

The concept of robust estimation to local misspecification has been formalized by Kitamura, Otsu and Evdokimov (KOE hereafter, 2013a) for parameters defined by general estimating equations in the form of a moment condition model. Building on the work of Beran (1977a,b) for fully parametric models, they equip the family of possible data distributions with the Hellinger topology and derive the asymptotic minimax bound for the mean square error of regular and Fisher consistent estimators. They also introduce the minimum Hellinger distance (HD) estimator which is shown to be asymptotically minimax robust; in addition, HD is much easier to compute than its fully parametric analogue due to Beran (1977a,b) which requires data density estimation. The behaviour of HD in globally misspecified models is unknown.

In this paper, we first explore the properties of HD in globally misspecified models and show that, similarly to EL, it does not behave well in general. HD turns out to be a member of the family of minimum power divergence estimators and the intuition for its lackluster performance follows
from the conjecture of Schennach (2007, p.641) that connects the poor performance of estimators from this family to the negative value of their indexing parameter (such as HD and EL). Actually, the only candidate from this family that retains good properties under global misspecification is ET. We then introduce the exponentially tilted Hellinger distance (ETHD) estimator that, in the spirit of Schennach’s ETEL, combines ET and HD to deliver an estimator that retains the desirable properties of ET under global misspecification and those of HD under correct specification and local misspecification. Specifically, ETHD is efficient in correctly specified models and robust to both local and global misspecification. It is important to emphasize that ETHD, unlike HD, is not a saddle-point estimator and as a result its theoretical treatment calls for new proof techniques.

This paper is organized as follows. In Section 2, we briefly review the properties of HD under correct specification and local misspecification, and present a simple result that highlights its lackluster behavior under (global) misspecification. In Section 3, we introduce ETHD and derive its asymptotic properties under correct specification. Section 4 establishes that this estimator is asymptotically minimax robust to local misspecification while in Section 5, we show that ETHD is well-behaved and robust to global misspecification. The finite sample performance of this estimator is investigated in Section 6 through Monte Carlo simulations with a comparison to existing alternative estimators. Appendix A collects the graphs and tables of results of the Monte-Carlo study, while the proofs of our theoretical results are gathered in Appendices B, C and D.

2. HD UNDER GLOBAL MISSPECIFICATION

In this section, we introduce the minimum Hellinger distance estimator (HD) of Kitamura, Otsu and Evdokimov (2013) along with some of its properties and study its asymptotic behaviour under global misspecification. Let \( \{X_i : i = 1, \ldots, n\} \) be a random sample of independent and identically distributed random vectors distributed as \( X \), with value in \( \mathcal{X} \subset \mathbb{R}^d \); throughout, \( E(\cdot) \) denotes the expectation taken with respect to the true distribution of \( X \). We assume that this sample is described by the moment restriction:

\[
E\left(g(X, \theta^*)\right) = 0,
\]

(1)

where \( \theta^* \), the parameter of interest, belongs to \( \Theta \), a compact subset of \( \mathbb{R}^p \), \( g(\cdot, \cdot) \) is an \( \mathbb{R}^m \)-valued function defined on \( \mathcal{X} \times \Theta \), and \( m \geq p \). Consider the Borel \( \sigma \)-field \((\mathcal{X}, \mathcal{B}(\mathcal{X}))\) and let \( \mathcal{M} \) be the set of all probability measures on this \( \sigma \)-field. Let \( \pi \) and \( \nu \) be two elements of \( \mathcal{M} \). The Hellinger distance between \( \pi \) and \( \nu \) is given by

\[
H(\pi, \nu) = \left[ \frac{1}{2} \int \left( \sqrt{d\pi} - \sqrt{d\nu} \right)^2 \right]^{1/2}.
\]

(2)

If \( \mathcal{X} \) is a finite or countable set, this distance takes the form

\[
H(\pi, \nu) = \left[ \frac{1}{2} \sum_{i \in \mathcal{X}} (\sqrt{\pi_i} - \sqrt{\nu_i})^2 \right]^{1/2},
\]

(3)
where \( \pi_i \) and \( \nu_i \) are the measures of the outcome \( \{i\} \) by \( \pi \) and \( \nu \), respectively. Throughout the paper, we let \( P_n \) denote the uniform discrete probability on \( X_d \equiv \{x_i : i = 1, \ldots, n\} \) where \( X_d \) is a realization of \( \{X_i : i = 1, \ldots, n\} \).

2.1. Definition and properties of HD. The minimum Hellinger distance estimator \( \hat{\theta} \) of \( \theta^* \) is defined as

\[
\hat{\theta}_{HD} \equiv \arg \inf_{\theta \in \Theta} \inf_{\pi \in \mathcal{M}_d} H^2(\pi, P_n), \quad \text{s.t.} \quad \sum_{i=1}^n \pi_i g(x_i, \theta) = 0, \quad (4)
\]

where \( \mathcal{M}_d \) is the set of all probability measures on \( (X_d, \mathcal{B}(X_d)) \).

By some simple algebra, one can see that HD belongs to the empirical Cressie-Read class of estimators and is associated to the power divergence function \( h_{-1/2} \), where

\[
h_a(\pi_i) = \frac{(n \pi_i)^{a+1} - 1}{a(a+1)}. \quad (5)
\]

Recall that the empirical likelihood (EL) and the exponential tilting (ET) estimators are obtained for limit functions \( h_{-1}(\pi) = -\ln(n \pi) \) and \( h_0(\pi) = (n \pi) \ln(n \pi) \), respectively whereas the continuously updated estimator (CUE) is obtained for the quadratic divergence function \( h_1(\pi) \).

Also, under some mild conditions and using some convex duality arguments, HD is alternatively defined as solution to the saddle-point problem (see KOE (2013a)):

\[
\hat{\theta}_{HD} = \arg \min_{\theta \in \Theta} \max_{\gamma \in \mathbb{R}^m} -\frac{1}{n} \sum_{i=1}^n \frac{1}{1 + \gamma' g(x_i, \theta)}, \quad \text{s.t.} \quad 1 + \hat{\gamma}' g(x_i, \hat{\theta}_{HD}) > 0. \quad (6)
\]

Under this definition, HD fits into the generalized empirical likelihood (GEL) class of estimators introduced by Newey and Smith (2004) and is characterized by the saddle-point estimating function \( \rho(v) = -1/(1 + v) \) defined on the domain \( \mathcal{V} = (-1, +\infty) \).

Remark 1. The definition \( (6) \) explicitly requires that,

\[1 + \hat{\gamma}' g(x_i, \hat{\theta}_{HD}) > 0 \quad \text{for} \quad (\hat{\theta}_{HD}, \hat{\gamma}) \quad \text{solving} \quad (6) \quad \text{and for all} \quad i = 1, \ldots, n,\]

since this condition is essential for the two definitions of the HD estimator in \( (4) \) and \( (6) \) to be equivalent. This is due to the fact that the first order condition associated with the Lagrangian of the inner optimization program in \( (4) \) is

\[1 + \gamma' g(x_i, \theta) = \frac{1}{\sqrt{n \pi_i}}\]

for all \( i = 1, \ldots, n \) in the direction of \( \pi \). Hence, solutions for \( \pi \) exist only if

\[1 + \gamma' g(x_i, \hat{\theta}_{HD}) > 0, \quad \text{for all} \quad i = 1, \ldots, n.\]

See also the formal result and related discussions in Almeida and Garcia (2017) for all GEL estimators.\footnote{KOE (2013a) do not explicitly maintain such positivity constraint.}
In correctly specified models, this condition can be overlooked since the Lagrange multiplier \( \hat{\gamma} \) associated to \( \hat{\theta} \) obtained from (6) converges sufficiently fast to 0 (under regularity conditions) to guarantee that \( \hat{\gamma} g(x_i, \hat{\theta}) \) is uniformly negligible for \( n \) large enough. However, in possibly misspecified models, this condition may matter. This has non trivial advantage in case of model misspecification since the probability limit of (6) can then be interpreted as the parameter value with induced set of probability distributions closest to the true distribution of the data under the Hellinger distance. Such an interpretation is built in the definition in (4).

If the moment restriction in (1) is correctly specified and point identified, meaning that (1) holds at only one point \( \theta^* \) in the parameter space \( \Theta \), then \( \hat{\theta}_{HD} \) is consistent for \( \theta^* \). In fact, as a member of the GEL class of estimators, under Assumptions 1 and 2 of Newey and Smith (2004), their Theorem 3.2 applies to HD. Letting

\[
G = E \left( \frac{\partial g(X, \theta^*)}{\partial \theta'} \right), \quad \Omega = E \left( g(X, \theta^*) g(X, \theta^*)' \right) \quad \text{and} \quad \Sigma = (G' \Omega^{-1} G)^{-1},
\]

it is established that

\[
\sqrt{n}(\hat{\theta}_{HD} - \theta^*) \xrightarrow{d} N(0, \Sigma).
\] (7)

This shows that in correctly specified models, HD is \( \sqrt{n} \)-consistent and asymptotically normal and efficient as it reaches the semiparametric efficiency bound. As we shall see in Section 4, KOE (2013a) show that this estimator is also minimax robust to local misspecification of the data generating process. Specifically, under some small perturbations of the data generating process, the maximum asymptotic mean square error of this estimator is smallest in the family of regular and Fisher consistent estimators (see Definition II).

2.2. Behavior of HD under global misspecification. Statistical models being simplifications of reality, the data generating process may be such that the moment condition model in (1) does not actually have a solution in the parameter set \( \Theta \). This can actually be expected in settings where the model is overidentifying in the sense that more moment restrictions than unknown parameters are available i.e. \( m > p \). This type of misspecification is referred to as global misspecification (see Hall and Inoue (2003) and Schennach (2007)). Formally, the moment condition model (1) is globally misspecified if

\[
E (g(X, \theta)) \neq 0, \quad \forall \theta \in \Theta.
\]

Under global misspecification, the notion of consistent estimator no longer makes much sense even though a particular estimator is expected to converge to a specific value in the parameter set which is referred to as its pseudo-true value. Of course, in correctly specified models and under mild identification conditions, pseudo-true values are the same for all consistent estimators with common limit being the solution of the model.

\[\text{For a given value } \theta \in \Theta, \text{ an induced distribution is any distribution } P \text{ satisfying } E_P(g(X, \theta)) = 0, \text{ where } E_P(\cdot) \text{ stands for expectation under probability } P.\]
In fact, asymptotic theory for estimators can be derived either assuming that the model is correctly specified or allowing for global misspecification. If the asymptotic distribution of an estimator derived allowing for global misspecification is equivalent, under correct specification, to the asymptotic distribution of that estimator derived assuming correct specification, this estimator is said to be robust to global misspecification. Such robustness is desirable because it allows for the possibility to carry out valid and reliable inference whether the model is correctly specified or not by using the misspecification-robust asymptotic distribution of the concerned estimator. Hall and Inoue (2003) show that GMM is robust to global misspecification. One can also refer to White (1982) who derives the asymptotic distribution of the maximum likelihood estimator under possible model misspecification.

The next result explores the asymptotic behaviour of HD under global misspecification. We derive for HD a result similar to that of Schennach (2007, Theorem 1) for empirical likelihood (EL), and according to which, EL is not robust to global misspecification since it is not $\sqrt{n}$-convergent in globally misspecified models.

**Theorem 2.1. (Lack of robustness of HD under global misspecification)**

Let $\{X_i : i = 1, \ldots, n\}$ be an i.i.d. sequence of random vectors distributed as $X$. Assume $g(x, \theta)$ to be twice continuously differentiable at all $\theta \in \Theta$ and for all $x$ and is such that

$$\sup_{\theta \in \Theta} E[\|g(X, \theta)\|^2] < \infty.$$ 

If

$$\inf_{\theta \in \Theta} \|E[g(X, \theta)]\| \neq 0 \quad \text{and} \quad \sup_{x \in \mathcal{X}} u' g(x, \theta) = \infty$$

for any $\theta \in \Theta$ and any unit vector $u$, then there does not exist any $\theta^* \in \Theta$ such that

$$\|\hat{\theta}_{HD} - \theta^*\| = O_P \left( \frac{1}{\sqrt{n}} \right).$$

This result shows that HD does not converge to its potential pseudo-true value at the standard rate of $\sqrt{n}$ in general in case of global misspecification. Existence of second moments of the estimating function $g(X, \theta)$ and its unboundedness are sufficient conditions for HD not to be $\sqrt{n}$-consistent. Such conditions are fulfilled for instance if $g(X, \theta)$ is normally distributed with non degenerate variance. In the light of the standard behaviour of HD under correct specification, as shown in (7), $\sqrt{n}$-convergence under global misspecification is a necessary condition for HD to be robust to global misspecification which clearly is not always the case as shown by this result.

It is worth mentioning that the lack of robustness of HD to global misspecification is not surprising. The intuition for such a lackluster performance follows from Schennach’s (2007, p.641) conjecture that connects the poor performance of estimators from the Cressie-Read family to the negative value of their indexing parameter; see also related conjectures in Smith (2007, p.250) and Broniatowski and Keziou (2012, p.2566). As recalled in (5), HD is associated with index $a = -1/2$. Actually, it is expected that power divergence estimators associated with negative Cressie-Read index have nonnegative implied
probabilities, $\pi_i$’s, but are not robust to global misspecification whereas those with positive index are robust to global misspecification but have implied probabilities that can be negative. It turns out that the only Cressie-Read estimator that is well-behaved under global misspecification with nonnegative implied probabilities is the exponentially tilted (ET) estimator with index $a = 0$.

This desirable property of ET has motivated its use in two-step estimation procedures that yield estimators robust to global misspecification with interesting bias properties such as the exponentially tilted empirical likelihood estimator (ETEL) of Schennach (2007). We follow this approach and introduce in the next section the exponentially tilted Hellinger distance estimator (ETHD). We subsequently show that this new estimator has the same first-order asymptotic properties as HD under correct specification, the same minimax robustness properties as HD under local misspecification and the additional advantage of being robust to global misspecification.

3. **The Exponentially Tilted Hellinger Distance estimator**

The exponentially tilted Hellinger distance estimator (ETHD) that we introduce in this section borrows an idea similar to Schennach (2007) who introduces ETEL. ETHD exploits the robustness of ET’s implied probabilities and is equal to the value in the parameter space that sets the Hellinger distance between these implied probabilities and the empirical distribution to the minimum. This estimator is formally introduced next. We also discuss its first-order asymptotic properties in correctly specified models.

3.1. **Definition and characterization of ETHD.** The exponentially tilted Hellinger distance estimator (ETHD), $\hat{\theta}$, is defined as:

$$\hat{\theta} = \arg \min_{\theta \in \Theta} H(\hat{\pi}(\theta), P_n),$$

where $H$ is given by (3) and $\hat{\pi}(\theta) = \{\hat{\pi}_i(\theta)\}_{i=1}^n$ is the solution of

$$\min_{\{\pi_i\}_{i=1}^n} \sum_{i=1}^n \pi_i \ln(n\pi_i)$$

subject to

$$\sum_{i=1}^n \pi_i g(x_i, \theta) = 0 \quad \text{and} \quad \sum_{i=1}^n \pi_i = 1.$$  \hspace{1cm} (10)

It follows from (9)-(10) that for any $\theta \in \Theta$, the implied probabilities are functions of $\theta$ and given by:

$$\hat{\pi}_i(\theta) = \frac{\exp \left( \hat{\lambda}(\theta)' g(x_i, \theta) \right)}{\sum_{j=1}^n \exp \left( \hat{\lambda}(\theta)' g(x_j, \theta) \right)}, \quad i = 1, \ldots, n$$  \hspace{1cm} (11)

with $\hat{\lambda}(\theta)$ implicitly determined by the equation (see Kitamura (2007)):

$$\frac{1}{n} \sum_{i=1}^n g(x_i, \theta) \exp(\hat{\lambda}(\theta)' g(x_i, \theta)) = 0.$$
As a result,

\[ H^2(\hat{\pi}(\theta), P_n) = 1 - \Delta_{P_n}(\hat{\lambda}(\theta), \theta), \]

with

\[ \Delta_{P_n}(\lambda, \theta) = \frac{\frac{1}{n} \sum_{i=1}^{n} \exp \left( \lambda' g(x_i, \theta) / 2 \right)}{\left( \frac{1}{n} \sum_{i=1}^{n} \exp \left( \lambda' g(x_i, \theta) \right) \right)^{1/2}} = \frac{E_{P_n}[\exp \left( \lambda' g(X, \theta) / 2 \right)]}{\sqrt{E_{P_n}[\exp \left( \lambda' g(X, \theta) \right)]}}. \]

with \( E_{P_n}(f(X)) = \sum_{i=1}^{n} f(x_i) / n \). The next theorem gives an alternative definition of ETHD along with the first-order optimality condition that it solves.

**Theorem 3.1.** Assume \( g(x, \theta) \) to be continuously differentiable at all \( \theta \in \Theta \) and for all \( x \). The ETHD estimator \( \hat{\theta} \) maximizes \( \Delta_{P_n}(\hat{\lambda}(\theta), \theta) \) and if it is an interior optimum, it solves the first-order condition:

\[
\left( \frac{1}{n} \sum_{i=1}^{n} \sqrt{\hat{\pi}_i(\hat{\theta})} \right) \left( \sum_{j=1}^{n} \hat{\pi}_j(\hat{\theta}) \frac{d(\hat{\lambda}(\hat{\theta})' g(x_j, \hat{\theta}))}{d\theta} \right) - \frac{1}{n} \sum_{i=1}^{n} \sqrt{\hat{\pi}_i(\hat{\theta})} \frac{d(\hat{\lambda}(\hat{\theta})' g(x_i, \hat{\theta}))}{d\theta} = 0.
\]

**Remark 2.** (i) The square root function being strictly concave, the Jensen’s inequality ensures that \( 0 \leq \Delta_{P_n}(\lambda, \theta) \leq 1 \) for all \( (\lambda, \theta) \in \mathbb{R}^m \times \Theta \) and, under very mild conditions, \( \Delta_{P_n}(\lambda, \theta) = 1 \) only for \( \lambda = 0 \).

(ii) It is worth mentioning that it appears sometimes more convenient to define \( \hat{\lambda}(\theta) \) as:

\[
\hat{\lambda}(\theta) = \arg \max_{\lambda \in \mathbb{R}^m} \frac{1}{n} \sum_{i=1}^{n} \exp \left( \lambda' g(x_i, \theta) \right). \tag{12}
\]

This definition is particularly useful for computing ETHD as it involves an inner and an outer loop optimization; a computation procedure similar to the nested optimization routine described by Kitamura (2007) for EL. We refer to Kitamura (2007, Section 8.1) for practical details on the implementation of such programs. We shall also rely on this definition in Section 4 as we establish the robustness of ETHD to local misspecification.

(iii) By definition, the implied probabilities \( \hat{\pi}(\hat{\theta}) \) yielded by ETHD are positive. This estimator also enjoys some invariance properties both to one-to-one (model) parameter transformations and to nonsingular model transformations. By the latter, we mean that if \( A(\theta) \) is a nonsingular matrix, ETHD of \( E(A(\theta) g(X, \theta)) = 0 \) and that of \( E(g(X, \theta)) = 0 \) are numerically equal.

3.2. First-order asymptotic properties of ETHD. This section establishes consistency and asymptotic normality of ETHD. We also show that the maximum of \( \Delta_{P_n}(\hat{\lambda}(\theta), \theta) \) reached at ETHD can be used for model specification testing. We maintain the following regularity assumptions.

**Assumption 1.** (i) \( \{X_i : i = 1, \ldots, n\} \) is a sequence of i.i.d. random vectors distributed as \( X \).

(ii) \( g(X, \theta) \) is continuous at each \( \theta \in \Theta \) with probability one and \( \Theta \) is compact.
(iii) $E(g(X, \theta)) = 0 \iff \theta = \theta^*$.  
(iv) $E(\sup_{\theta \in \Theta} \|g(X, \theta)\|^\alpha) < \infty$ for some $\alpha > 2$.  
(v) $\text{Var}(g(X, \theta))$ is nonsingular for all $\theta \in \Theta$ with smallest eigenvalues bounded away from 0.  
(vi) $E \left( \sup_{\theta \in \Theta, \lambda \in \Lambda} \exp(\lambda' g(X, \theta)) \right) < \infty$, where $\Lambda$ is a compact subset of $\mathbb{R}^m$ containing an open neighborhood of 0.

Assumptions (i)-(iv) are standard in the literature on inference based on moment condition models. Newey and Smith (2004) have established the consistency of the generalized empirical likelihood class of estimators under this set of assumptions. Assumption (iii) imposes strong identification of the true parameter value and thereby rules out weak identification settings studied by Stock and Wright (2000), Kleibergen (2005) and Andrews and Cheng (2012) among others. Because of the two-step nature of our estimation procedure, it is useful to maintain a dominance condition over $\Lambda \times \Theta$ and this explains our additional Assumption (vi). Schennach (2007) has also made use of a similar assumption to establish the consistency of ETEL. Assumption (v) is stronger than the standard assumption (see Assumption 1(e) of Newey and Smith, 2004) which imposes nonsingularity of variance only at $\theta_0$. We require this stronger version again because of the two-step nature of our problem. This assumption rules out points $\theta \in \Theta$ such that $\lambda(\theta) = \arg \min_{\theta \in \Lambda} E[\exp(\lambda' g(X, \theta))] \neq 0$ and $\lambda(\theta)' g(X, \theta) = \text{cst}$, $P$-almost surely. At such points, $\Delta(\lambda(\theta), \theta)$ would be maximum without them necessarily being the true value; with $\Delta$ the population version of $\Delta_{P_n}$. Actually, our main results below hold if we replace (v) by: (v′): $\text{Var}(g(X, \theta_0))$ is nonsingular and,  

$$\forall \theta \in \Theta, \quad (\lambda(\theta)' g(X, \theta) \text{ is constant } P\text{-a.s. if and only if } \lambda(\theta) = 0).$$

However, we prefer (v) over (v′) since the former is potentially easier to investigate.

It is worth mentioning that all the results in this section continue to hold if $\Lambda$ is set to be a neighborhood of 0 that shrinks with increasing $n$, but at a rate slightly slower than $O(1/\sqrt{n})$. In this case, both (v) and (vi) can be removed and replaced by $\text{Var}(g(X, \theta_0))$ nonsingular.

Under Assumption II instead of (I2), we shall consider the following alternative definition of $\hat{\lambda}(\theta)$:

$$\hat{\lambda}(\theta) = \arg \max_{\lambda \in \Lambda} -\frac{1}{n} \sum_{i=1}^{n} \exp \left( \lambda' g(x_i, \theta) \right). \quad (13)$$

This definition is theoretically more tractable in the proof of consistency, thanks to the compactness of $\Lambda$. For practical purposes, $\Lambda$ can be taken arbitrarily large. Importantly, this definition of $\hat{\lambda}(\theta)$ does not alter the asymptotic properties of $\hat{\theta}$ so long as the interior of $\Lambda$ contains 0 which is the population value of $\lambda$ in correctly specified models.

**Theorem 3.2. (Consistency of the ETHD estimator)**

If Assumption II holds, then  
(i) $\hat{\theta} \overset{P}{\to} \theta^*$;  
(ii) $\hat{\lambda}(\hat{\theta}) = O_P(n^{-1/2})$; and  
(iii) $\frac{1}{n} \sum_{i=1}^{n} g(x_i, \hat{\theta}) = O_P(n^{-1/2})$.  

To establish asymptotic normality of ETHD, we further assume the following.

**Assumption 2.** (i) \( \theta^* \in \text{int}(\Theta) \); there exists a neighborhood \( \mathcal{N} \) of \( \theta^* \) such that \( g(X, \theta) \) is twice continuously differentiable almost surely on \( \mathcal{N} \) and \( E \left( \sup_{\theta \in \mathcal{N}} \left\| \frac{\partial g(X, \theta)}{\partial \theta} \right\| \right) < \infty. \)

(ii) \( \text{Rank}(G) = p \), with \( G = E(\partial g(X, \theta^*)/\partial \theta) \).

Similarly to the two-step GMM procedure, the maximum of \( \Delta P_n(\hat{\lambda}(\hat{\theta}), \theta) \), reached at \( \hat{\theta} \) can be used to test for the validity of the moment condition model. We consider the specification test statistics:

\[
S_{1,n} = 8nH^2(\hat{\pi}(\hat{\theta}), P_n) = 8n(1 - \Delta P_n(\hat{\lambda}(\hat{\theta}), \hat{\theta})), \quad \text{and} \quad S_{2,n} = n\hat{\lambda}(\hat{\theta})'\hat{\Omega}\hat{\lambda}(\hat{\theta}),
\]

with \( \hat{\Omega} \) any consistent estimator of \( \Omega \). The asymptotic distributions of \( S_{1,n} \) and \( S_{2,n} \), along with that of ETHD are given by the following result.

**Theorem 3.3.** *(Asymptotic distribution of the ETHD estimator)*

Let \( \hat{\lambda} = \hat{\lambda}(\hat{\theta}) \). If Assumptions 1 and 2 hold, then:

(i) \[
\sqrt{n} \left( \frac{\hat{\lambda} - \lambda^*}{\hat{\Sigma}} \right) \xrightarrow{d} N \left( 0, \begin{pmatrix} 0 & 0 \\ 0 & \Omega^{-1/2}M\Omega^{-1/2} \end{pmatrix} \right),
\]

with \( \Omega = E(g(X, \theta^*)g(X, \theta^*)') \), \( \Sigma = [G'\Omega^{-1}G]^{-1} \) and \( M = I_m - \Omega^{-1/2}G\Sigma G'\Omega^{-1/2} \).

(ii) \( S_{1,n} = S_{2,n} + o_P(1) \) and both \( S_{1,n}, S_{2,n} \xrightarrow{d} \chi^2_{m-p} \).

This result shows that, under correct specification, ETHD has the same limiting distribution as the efficient two-step GMM, which also corresponds to the limiting distribution of the IID estimator as recalled in [7]. Convergence and asymptotic normality properties of ETHD result from the strong identification framework imposed by Assumptions 1 and 2. These properties show that this estimator does not suffer from the so-called no moment problem of GEL estimators that occurs under weak identification as pointed out by Guggenberger (2008). The specification test statistics \( S_{j,n} \) \( (j = 1, 2) \) have the same asymptotic distribution as the Hansen’s (1982) \( J \)-test statistic. The proof actually reveals that these test statistics are asymptotically equivalent under the conditions of the theorem.

4. ETHD UNDER LOCAL MISSPECIFICATION

KOE has provided a framework to study robustness of estimators of finite dimension parameter of models defined with moment equality. Following the work of Beran (1977a,b) for parametric models, they express robustness properties in terms of local minimax loss properties. Assuming that \( X \) has the probability distribution \( P \), an estimator of \( \theta^* \) is minimax robust if, under small perturbations of data distributions around \( P \), that estimator has the smallest worst loss as measured for instance by the estimator’s mean square error. Because of the local nature of this robustness property, we shall refer to it as robustness to local misspecification to emphasize the difference with global misspecification as
introduced in section 2. It is important here to stress that robustness to global misspecification does not imply robustness to local misspecification and vice-versa. The GMM estimator is an example of estimator that is robust to global misspecification without being minimax robust to local misspecification. Also, as shown in the previous section, HD is not robust to global misspecification but is locally minimax robust.

In this section, we establish that ETHD is minimax robust to local misspecification. To this end, let again $\mathcal{M}$ be the set of all probability measures on the Borel $\sigma$-field $(\mathcal{X}, \mathcal{B}(\mathcal{X}))$, $\mathcal{X} \subset \mathbb{R}^d$, and $g : \mathcal{X} \times \Theta \to \mathbb{R}^m$, we introduce the functionals $T_1 : \mathcal{M} \times \Theta \to \Lambda$ and $T : \mathcal{M} \to \Theta$ as follows (we shall subsequently discuss their well-definedness)

$$T(P) = \arg \max_{\theta \in \Theta} \frac{\int \exp \left( T_1(\theta, P)' g(X, \theta) / 2 \right) dP}{\left( \int \exp \left( T_1(\theta, P)' g(X, \theta) \right) dP \right)^{\frac{1}{2}}}$$

and

$$T_1(\theta, P) = \arg \max_{\lambda \in \Lambda} \left( - \int \exp(\lambda' g(X, \theta)) dP \right).$$

ETHD is then given by $\hat{\theta} = T(P_n)$. The common approach to study minimax robustness to local misspecification consists in evaluating the magnitude of the mean square error of the estimator of interest,

$$E_Q \left( \sqrt{n} \left( T(P_n) - \theta^* \right)^2 \right),$$

where $\theta^*$ is the true parameter value associated with the genuine probability distribution of the data that we denote $P_\ast$, and $Q$ is a probability measure lying in a shrinking Hellinger-neighborhood of $P_\ast$. Specifically, $Q$ is assumed to lie in a Hellinger ball, $B_H(P_\ast, r/\sqrt{n})$, centered at $P_\ast$ and with radius $r/\sqrt{n}$ for some $r > 0$:

$$B_H(P_\ast, r/\sqrt{n}) = \{ Q \in \mathcal{M} : H(Q, P_\ast) \leq r/\sqrt{n} \}.$$

Note that $T(P_\ast) = \theta^*$. Since $Q$ stands as the hypothetical distribution of the data for a given $n$, $T(Q)$ would stand for the true parameter value under $Q$ and the decomposition

$$T(P_n) - \theta_\ast = (T(P_n) - T(Q)) + (T(Q) - \theta_\ast)$$

appears convenient for the analysis of the mean square error, with $T(Q) - \theta_\ast$ representing the bias resulting from estimating $\theta_\ast$ by $T(P_n)$. However, because $Q$ is an arbitrary element of $B_H(P_\ast, r/\sqrt{n})$, the functional $T$ may not be well-defined at all $Q$ and this is in particular due to the unboundedness of $g(x, \theta)$ for some $\theta \in \Theta$. To overcome this technical limitation, we follow KOE and resort to trimming.

Let

$$\mathcal{X}_n = \left\{ x \in \mathcal{X} : \sup_{\theta \in \Theta} \| g(x, \theta) \| \leq m_n \right\}, \quad g_n(x, \theta) = g(x, \theta) 1(x \in \mathcal{X}_n),$$
\[ \Delta_{n,Q}(\lambda, \theta) = \frac{\int \exp\{\lambda' g_n(X, \theta)/2\} dQ}{\left(\int \exp\{\lambda' g_n(X, \theta)\} dQ\right)^{1/2}} \]

and define:

\[ \bar{T}(Q) = \arg \max_{\theta \in \Theta} \Delta_{n,Q}(T_1(\theta, Q), \theta) \quad \text{with} \quad T_1(\theta, Q) = \arg \max_{\lambda \in \Lambda} -\int \exp\{\lambda' g_n(X, \theta)\} dQ. \quad (17) \]

If well-defined, \( \bar{T}(\cdot) \) is the value of \( \theta \in \Theta \) that minimizes the Hellinger distance between \( P(\theta) \) and \( Q \), where \( P(\theta) \) is the distribution that minimizes the Kullback-Leibler information criterion between \( Q \) and the set of distributions \( P \) that satisfy \( E_P[g_n(X, \theta)] = 0 \); see Lemma C.1 for a proof.

By continuity (in \( \lambda \)) of its objective function and compactness of \( \Lambda \), the argmax set \( T_1(\theta, Q) \) is nonempty for any \( \theta \in \Theta \) and \( Q \in \mathcal{M} \). But this set may not be a singleton in general and \( \Delta_{n,Q}(T_1(\theta, Q), \theta) \) is not guaranteed to be a proper function. Because of this, one may rather consider the following alternative definition for \( \bar{T}(Q) \):

\[ \bar{T}(Q) = \arg \max_{\theta \in \Theta} \max_{\lambda \in T_1(\theta, Q)} \Delta_{n,Q}(\lambda, \theta) \quad \text{with} \quad T_1(\theta, Q) = \arg \max_{\lambda \in \Lambda} -\int \exp\{\lambda' g_n(X, \theta)\} dQ, \quad (18) \]

where we keep the same notation as in (17) for the estimator. The maximization over \( \bar{T}(\theta, Q) \) makes it easier to prove that \( \bar{T} \) is well-defined over \( \mathcal{M} \) (see Lemma C.2(i)). However, as shown by the second section of the same lemma, if we further impose that \( \Lambda \) is convex with interior containing the origin 0, for \( n \) large enough, there exists a neighborhood of \( \theta^* \) over which \( \bar{T}_1(\theta, Q) \) is a singleton for any \( Q \) lying in the Hellinger ball \( B_{\mathcal{H}}(P^*, r/\sqrt{n}) \). In fact, Lemma C.3(iv) shows that \( \bar{T}(Q_n) \) converges to \( \theta^* \) for any sequence \( Q_n \) in that ball. Also, for \( n \) large enough, under some mild conditions, \(-E_{P_n}[\exp(\lambda' g_n(X, \theta))]\) is strictly concave in \( \lambda \) and therefore its maximum over the convex and compact set \( \Lambda \) is reached at a unique point. Hence, both \( \bar{T}_1(\bar{T}(Q_n), Q_n) \) and \( \bar{T}_1(\bar{T}(P_n), P_n) \) are sets containing a single element for \( n \) large enough. As a result, for the sequences of measures of interest for local misspecification studies, the inner maximization can be dropped out and the same is also true regarding estimation.

The asymptotic minimax robustness of HD has been established by KOE by comparing its asymptotic worst loss to the smallest worst loss achievable by any estimator that is asymptotically Fisher consistent and regular. We refer to their Definition 3.1 for these properties that we recall below to be self-contained.

**Definition 1. (Fisher consistent and regular estimator)** Let \( T_a(P_n) \) be an estimator of \( \theta^* \) based on a mapping \( T_a : \mathcal{M} \to \Theta \). Let \( \mathcal{P} \) be the set of all probability measures \( P \) for which there exists \( \theta \in \Theta \) satisfying \( E_P[g(X, \theta)] = 0 \) and let \( P_{\theta, \zeta} \) be a regular parametric submodel (see Bickel,
Klassen, Ritov, and Wellner (1993, p. 12) or Newey (1990)) of $\mathcal{P}$ such that $P_{\theta^*,0} = P_*$ and such that $P_{\theta^* + t/\sqrt{n}, \zeta_n} \in B_H(P_*, r/\sqrt{n})$ holds for $\zeta_n = O(n^{-1/2})$ eventually.

(i) $T_a$ is asymptotically Fisher consistent if for every $(P_{\theta^* + t/\sqrt{n}, \zeta_n})_{n \in \mathbb{N}}$ and $t \in \mathbb{R}^p$,

$$\sqrt{n} \left( T_a(P_{\theta^* + t/\sqrt{n}, \zeta_n}) - \theta^* \right) \to t.$$  

(ii) $T_a$ is regular for $\theta^*$ if, for every $(P_{\theta_n, \zeta_n})_{n \in \mathbb{N}}$ with $\theta_n = \theta + O(n^{-1/2})$ and $\zeta_n = O(n^{-1/2})$, there exists a probability measure $M$ such that:

$$\sqrt{n}(T_a(P_n) - T_a(P_{\theta, \zeta_n})) \overset{d}{\to} M, \text{ under } P_{\theta_n, \zeta_n},$$

where the measure $M$ does not depend on the sequence $(\theta_n, \zeta_n)$.

Following KOE, we consider the estimation problem of the transformed scalar parameter $\tau(\theta^*)$, where $\tau$ is an arbitrary smooth function defined on $\Theta$ with value in $\mathbb{R}$. We shall focus on the one-dimensional problem and derive the bias associated to $\tau \circ \hat{T}(Q)$ and the mean square error of $\tau \circ T(P_n)$. Theorem 3.1(i) of KOE derives the asymptotic minimax lower bound of any estimator $\tau \circ T_a$ of $\tau(\theta^*)$ where $T_a$ is a Fisher consistent and regular estimator of $\theta^*$. They establish under some regularity conditions that for each $r > 0$,

$$\liminf_{n \to \infty} \sup_{Q \in B_H(P_*, r/\sqrt{n})} n(\tau \circ T_a(Q) - \tau(\theta^*))^2 \geq 4r^2B^*,$$

with

$$B^* = \left( \frac{\partial \tau(\theta^*)}{\partial \theta} \right)' \Sigma \left( \frac{\partial \tau(\theta^*)}{\partial \theta} \right).$$  

(19)

The asymptotic minimax lower bound for the square bias is then $4r^2B^*$ which is reached by the functional determining the minimum Hellinger distance (HD) estimator. Our next result establishes that the square bias of $\hat{T}(Q)$, the functional associated with ETHD, also reaches this bound. This is an essential step towards the derivation of the limit mean square error of the ETHD estimator $\tau \circ T(P_n)$.

We make the following assumptions:

**Assumption 3.** (i) $\{X_i : i = 1, \ldots, n\}$ is a sequence of i.i.d. random vectors distributed as $X$.

(ii) $\Theta$ is compact and $\theta^* \in \text{int}(\Theta)$ is a unique solution to $E_{P_\circ}(g(X, \theta)) = 0$.

(iii) $g(x, \theta)$ is continuous over $\Theta$ at each $x \in \chi$.

(iv) $E_{P_\circ}(\sup_{\theta \in \Theta} \|g(X, \theta)\|^{\alpha}) < \infty$ for some $\alpha > 2$, and there exists a neighborhood $\mathcal{N}$ of $\theta^*$ such that $g(x, \theta)$ is twice continuously differentiable over $\mathcal{N}$ at each $x \in \chi$, such that:

$$\sup_{x \in \chi, \theta \in \mathcal{N}} \left| \frac{\partial^2 g(x, \theta)}{\partial \theta \partial \theta'} \right| = o(n^{1/2}),$$

and there exists a measurable function $d(X)$ such that $E_{P_\circ}(d(X)) < \infty$ and

$$\max \left( \sup_{\theta \in \mathcal{N}} \|g(X, \theta)\|^4, \sup_{\theta \in \mathcal{N}} \left| \frac{\partial g(X, \theta)}{\partial \theta'} \right|^2 \right) \leq d(X).$$

(v) $G = E_{P_\circ}(\partial g(X, \theta^*)/\partial \theta')$ has full column rank and $\text{Var}_{P_\circ}(g(X, \theta))$ is nonsingular for all $\theta \in \Theta$ with smallest eigenvalue $\underline{\lambda}$ bounded away from 0.
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Theorem 4.2. If Assumption 3 holds, the mapping $T$ is Fisher consistent and regular, and the ETHD estimator, $\hat{\theta} = T(P_n)$, satisfies:

$$\lim_{b \to \infty} \lim_{\delta \to \infty} \lim_{n \to \infty} \sup_{Q \in \mathcal{B}_H^\delta(P_n, r/\sqrt{n})} \int b \wedge n (\tau \circ T(P_n) - \tau(\theta^*))^2 dQ^\otimes n = (1 + 4r^2)B^*$$

for each $r > 0$, with $B^*$ given by (19).

Fisher consistency and regularity of the functional $T$ ensure, from Theorem 3.2(i) of KOE, that $(1 + 4r^2)B^*$ is the minimum of the limit expressed in the theorem. The fact that equality holds establishes that ETHD is asymptotically minimax robust with respect to the mean square error of $\tau \circ T(P_n)$ estimating $\tau(\theta^*)$.

Following KOE, we can also consider a more general class of loss functions and explore the asymptotic risk associated to the estimation of $\bar{T}(Q)$. Let $\ell$ be a loss function satisfying the following assumption.

Assumption 4. The loss function $\ell : \mathbb{R}^p \to [0, \infty]$ is (i) symmetric subconvex (i.e., for all $z \in \mathbb{R}^p$ and $c \in \mathbb{R}$, $\ell(z) = \ell(-z)$ and $\{z \in \mathbb{R}^p : \ell(z) \leq c\}$ is convex); (ii) upper semicontinuous at infinity; and (iii) continuous on $\mathbb{R}^p$.

We can state the following result.

Theorem 4.3. If Assumptions 3 and 4 hold, then the mapping $T$ is Fisher consistent and the ETHD estimator, $\hat{\theta} = T(P_n)$, satisfies:

$$\lim_{b \to \infty} \lim_{\delta \to \infty} \lim_{r \to \infty} \lim_{n \to \infty} \sup_{Q \in \mathcal{B}_H^\delta(P_n, r/\sqrt{n})} \int b \wedge \ell \left( \sqrt{n}(\tau \circ T(P_n) - \tau(\bar{T}(Q))) \right) dQ^\otimes n = \int \ell dN(0, B^*),$$

with $B^*$ given by (19).

This theorem shows that, similarly to HD, ETHD is asymptotically minimax risk optimal for a general class of risk functions. Theorem 4.3 specifically shows that the supremum of expected loss under $Q$ associated to the estimation of $\bar{T}(Q)$ by $T(P_n)$ is equal in the limit to the minimum bound established by KOE (2013a, Th. 3.3(i)) for Fisher consistent estimators.

Theorems 4.2 and 4.3 establish ETHD as an alternative to HD when it comes to minimax robustness to local misspecification. The full picture of the properties of ETHD in misspecified models is obtained in the next section where we study the large sample behaviour of this estimator under global misspecification.

5. ETHD UNDER GLOBAL MISSPECIFICATION

Our main motivation in proposing ETHD is to introduce an estimator that preserves most of the qualities of HD in addition to being robust to global misspecification. The simulation study in
Section 6.1 below reveals that HD is much more affected by global misspecification than ETHD and other standard estimators such as GMM, ET and ETEL. We derive in this section the asymptotic distribution of ETHD under global misspecification. Let
\[ R_n(\lambda, \theta) = \begin{pmatrix} R_{\theta,\theta}(\lambda, \theta) & R_{\theta,\lambda}(\lambda, \theta) \\ R_{\lambda,\theta}(\lambda, \theta) & R_{\lambda,\lambda}(\lambda, \theta) \end{pmatrix} \]
be the \((m + p, m + p)\)-matrix with components \(R_{ab}(\lambda, \theta) (a, b = \theta, \lambda)\) defined by Equation (D.9) in Appendix D and let
\[ \Delta_P(\lambda(\theta), \theta) = \frac{E_P[\exp(\lambda(\theta)'g(X, \theta)/2)]}{\sqrt{E_P[\exp(\lambda(\theta)'g(X, \theta))]}}, \quad \lambda(\theta) = \arg \min_{\lambda \in \Lambda} E_P[\exp(\lambda(\theta)'g(X, \theta))], \]
where \(P\) is the true probability distribution of the data \(X\). We maintain the following set of regularity assumptions.

**Assumption 5.** *(Regularity conditions under global misspecification)*

(i) \(\{X_i : i = 1, \ldots, n\}\) is a sequence of i.i.d. random vectors distributed as \(X\).

(ii) The objective function \(\Delta_P(\theta, \lambda(\theta))\) is maximized at a unique “pseudo-true” value \(\theta^*\) with \(\theta^* \in \text{int}(\Theta)\) and \(\Theta\) compact.

(iii) \(g(x, \theta)\) is continuous on \(\Theta\) and twice continuously differentiable in a neighborhood \(N\) of \(\theta^*\) for almost all \(x\).

(iv) \(E \left( \sup_{\theta \in \Theta, \lambda \in \Lambda} \exp(\lambda'g(X, \theta)) \right) < \infty\) where \(\Lambda\) is a compact and convex subset of \(\mathbb{R}^m\) such that \(\lambda^* \equiv \arg \max_{\lambda} -E[\exp(\lambda'g(X, \theta^*))]\) is interior to \(\Lambda\). Furthermore, \(E(\|g(X, \theta^*)\|^4)\), \(E(\|\partial g(X, \theta^*)/\partial \theta\|^2)\) and \(E[\exp(4\lambda'^*g(X, \theta^*))]\) are all finite.

(v) \(R_n(\lambda, \theta)\) converges in probability uniformly in a neighborhood of \((\lambda^*, \theta^*)\) with limit \(R(\lambda, \theta)\) such that \(R \equiv R(\lambda^*, \theta^*)\) is nonsingular.

These assumptions are quite standard in the literature on global misspecification. Assumption\(^{5(ii)}\) imposes that the population version \(\Delta_P\) of the ETHD objective function \(\Delta_P^0\) is maximized at a unique point \(\theta^*\) in the parameter space. From Lemma \(^{C.1}\) in Appendix C, the pseudo-true value \(\theta^*\) is the parameter value that minimizes the Hellinger distance between the true distribution \(P\) of the data and the family of distributions consistent with the moment restrictions and closest to \(P\) in terms of Kullback-Leibler divergence. It is essential to maintain the uniqueness of the pseudo-true value to ensure the convergence of ETHD. In this paper, we do not address the case where the uniqueness condition fails, and save it for future extensions. \(R_n(\lambda, \theta)\) is the first-order term appearing in the mean-value expansion of the first-order condition in \(\theta\) and \(\lambda\) of the two optimization programs leading to ETHD, namely: \(\max g \Delta_P^0 \left(\hat{\lambda}(\theta), \theta\right)\) and \(^{13}\). The non-singularity condition in Assumption\(^{5(v)}\) amounts to the first-order local identification condition in correctly specified moment condition models. We have the following result.
Theorem 5.1. (Asymptotics under global misspecification)

Under regularity assumption [5], we have
\[ \sqrt{n} \left( \hat{\theta} - \theta^* - \hat{\lambda} - \lambda^* \right) \xrightarrow{d} N \left( 0, R^{-1} \Omega^* R^{-1} \right) . \]

with \( \hat{\lambda} = \hat{\lambda}(\hat{\theta}) \) (see Equation (13)), and \( R \) and \( \Omega^* \) explicitly defined in the proof in Appendix D.

This result shows that ETHD is asymptotically centered around its pseudo-true value \( \theta^* \) (as defined in Assumption [7/ii]) and that it is \( \sqrt{n} \)-convergent and asymptotically normal under global misspecification. Of course, the pseudo-true value, as the probability limit of ETHD, corresponds to the true parameter value when the model is actually correctly specified and in this case, the tilting parameter value \( \lambda^* \) is 0; see Theorem 3.3. The above result is similar to Theorem 10 in Schennach (2007) for ETEL and to Theorem 6.1 in Smith (2007) for GEL-EL.

As discussed in Section 2.2, an estimator is said to be robust to global misspecification when its asymptotic distribution derived under global misspecification coincides with its asymptotic distribution under correct specification. In Appendix D, we also show that the above asymptotic variance corresponds to the one of Theorem 3.3 under correct specification. This means that ETHD is robust to global misspecification. ETHD is therefore the first estimator that is efficient under correct specification, and robust to both global and local misspecification.

6. Monte Carlo simulations

In this section, we report some simulation results that illustrate the finite sample properties of the estimators considered in this paper. First, we consider simulation designs that display settings of correct specification and global misspecification. These experiments confirm the lack of robustness of HD under global misspecification and also confirm that, like ETEL, ETHD is robust to global misspecification. The second set of simulations focus mainly on designs that display local misspecification, or slight perturbations - contamination - in the observed data. The results show that ETHD and HD display about the same root mean square error and underscore the local robustness properties of ETHD established in the previous section.

6.1. Experiment 1: estimation of a population mean. We use the experimental design suggested in Schennach (2007), where we wish to estimate the mean while imposing a known variance. The moment condition model consists of two restrictions:
\[ E \left( g(X_i, \theta) \right) \equiv E \left[ X_i - \theta \left( X_i - \theta \right)^2 - 1 \right]' = 0 , \]

where \( X_i \) is drawn from either a correctly specified model C, or a misspecified model M, with
\[
\begin{align*}
X_i & \sim N(0, 1) \quad \text{(for Model C)} \\
X_i & \sim N(0, s^2) \quad \text{(with } 0.72 \leq s < 1 \text{ for Model M).}
\end{align*}
\]
The estimators that we consider for $\theta$ are: the 2-step GMM (we use the identity weighting matrix for the first step GMM estimation), HD, EL, ET, EEL (the Euclidean Empirical Likelihood, also known as the continuous updated GMM), ETEL and ETHD. Under Model C, the true parameter value is $\theta^* = 0$. Under Model M, the pseudo-true value for each estimator listed above is $\theta^* = 0$ as well. As explained by Schennach (2007), the equality of true value and pseudo-true values is useful to have a meaningful comparison of simulated variances.

Table 2 displays the simulated standard deviations of the considered estimators for sample sizes of 1,000, 5,000 and 10,000 over 10,000 replications. Under correct specification, all the estimators perform equally well, as expected since all the estimators share the same asymptotic distribution. Indeed, the sample sizes considered here are large enough for the asymptotic approximation to be quite accurate. The $\sqrt{n}$-convergence rate under correct specification of all estimators is noticeable by the fact that, as the sample size increases from 1,000 to 5,000, their respective simulated standard deviations shrink by the ratio of $\sqrt{5}$, and by the ratio of $\sqrt{2}$ when the sample size doubles from 5,000 to 10,000.

Under global misspecification, these estimators show different patterns. For $s = 0.75$, we can see that ETHD, ETEL, ET and GMM all have their standard deviations shrinking with increasing sample size whereas those of HD and EL do not shrink although HD is better among the two with smaller standard deviations.

Figure 1 shows the ratio of standard deviations for sample sizes 1,000, 5,000 and 10,000 over a grid of misspecification parameters $s$. As $s$ moves farther away from 1, the ratios of standard deviations seems to depart from their reference levels - $\sqrt{5}$, $\sqrt{10}$, and $\sqrt{2}$, respectively for the three graphs in display - first for EL followed by HD. All the other estimators have their ratios significantly closer to reference with EEL looking the most stable followed by ET, GMM, ETHD and ETEL. ETHD and ETEL have similar range with the ratio of ETHD slightly closer to the reference than that of ETEL.

Figure 2 displays the cumulative distribution of ETHD, ETEL and HD for the three sample sizes and $s = 1$ and 0.75. The distributions of these estimators, as expected, are undistinguishable under correct specification while, under misspecification, the range of HD does not seem to narrow around 0 in contrast to ETHD and ETEL. The difference between the latter two seems to merely reflect the difference in their respective standard deviations. Overall, our proposed estimator ETHD performs very well both under correct specification and global misspecification.

6.2. Experiment 2: estimation of a production function. We now turn our attention to the estimation of a production function, a primitive component of many economic models. For example, the estimation of production functions plays a key role in the empirical analysis of issues such as the contribution of different factors to economic growth, the degree of complementarity and substitutability between inputs, estimation of economies of scale and economies of scope, evaluation of the effects of new technologies, among many others; see e.g. Aguirregabiria, 2018. There are at least three well-known issues that arise when estimating productions functions: (a) data problems, such as measurement
error in output and/or inputs; (b) specification problems, such as functional form assumptions; (c) simultaneity/endogeneity. All these issues can yield misspecification.

We consider the Cobb-Douglas production function (Cobb and Douglas, 1928) with constant returns to scale and estimate the productivity of labour function. This amounts to the following non-linear regression model of production per capita \( y \) on capital per capita \( k \): \( y = k^{\theta_0} + \text{error} \), where \( \theta_0 \) is the technological parameter or the output elasticity of capital. More specifically, our data generating process is:

\[
y_i = k_i^{\theta_0} + u_i \quad \text{with} \quad u_i = \rho \cdot (k_i - \mu_k)/\sigma_k + \varepsilon_i, \tag{21}
\]

with \( k_i \sim \text{IID} \left| t_4 \right| \) (folded-t distribution with 4 degrees-of-freedom), \( \varepsilon_i \sim \text{NID}(0, 1) \), and

\[
\mu_k = E(k_i) = \frac{2a_\nu}{\nu - 1} \sqrt{\frac{\nu}{\pi}} \quad \text{and} \quad \sigma_k^2 = \text{Var}(k_i) = \frac{(2\nu a_\nu)^2}{\pi(\nu - 2)(\nu - 1)^2}.
\]

where \( a_\nu = \frac{\Gamma(\nu + 1)/2}{\Gamma(\nu/2)} \).

Throughout, our parameter of interest is \( \theta_0 = 0.3 \). To estimate \( \theta_0 \), we rely on the following moment restrictions:

\[
E \left[ Z(k_i)(y_i - k_i^{\theta_0}) \right] = 0. \tag{22}
\]

where \( Z(k_i) \in \mathbb{R}^m \) is the vector of \( m \) instruments. We consider \( m = 2, 3, 5, 8, \) and 10 with the associated vector of instruments,

- \( m = 2, \quad Z(k_i) = (1, k_i^{0.5})' \);
- \( m = 3, \quad Z(k_i) = (1, k_i^{0.5}, k_i^{0.75})' \);
- \( m = 5, \quad Z(k_i) = (1, k_i^{0.2}, k_i^{0.5}, k_i^{0.6}, k_i^{0.75})' \);
- \( m = 8, \quad Z(k_i) = (1, k_i^{0.2}, k_i^{0.3}, k_i^{0.4}, k_i^{0.5}, k_i^{0.6}, k_i^{0.75}, k_i^{0.8})' \);
- \( m = 10, \quad Z(k_i) = (1, k_i^{0.1}, k_i^{0.2}, k_i^{0.3}, k_i^{0.4}, k_i^{0.5}, k_i^{0.6}, k_i^{0.75}, k_i^{0.8}, k_i^{0.9})' \).

Finally, the parameter \( \rho \) controls the degree of endogeneity of \( k_i \); the moment restrictions in (22) are correctly specified when \( \rho = 0 \), and incorrect otherwise. The instruments are chosen above as powers of \( k_i \) to guarantee that the estimating function has at least a second moment under misspecification \((\rho \neq 0)\).

- **Study under global misspecification:** We set \( \rho = 0.2 \). We consider a sample size equal to \( n = 50 \), and a growing number of moment restrictions with \( m = 2, 3, 5, 8, \) and 10.

The pseudo-true values for each estimator have been obtained by solving the population version of their respective optimization functionals and are displayed in Table I in the sequel, we rely on numerical integration\(^3\).

\(^3\)The probability density function of the folded t-distribution with \( \nu \) degree-of-freedom \((|t_\nu|)\) is

\[
f_{|t_\nu|}(x) = \frac{a_\nu}{\sqrt{\pi \nu}} \left( 1 + \frac{x^2}{\nu} \right)^{-\frac{\nu+1}{2}} 1(x \geq 0).
\]
Overall, the pseudo-true values (PTV hereafter) of all the estimators remain close to each other, and do not vary too much with the number of moment restrictions used for the estimation: in particular, the PTV of ET, ETEL and ETHD are identical in almost all cases and display little variation when \( m \) changes.

In Figure 3, we display the RMSE and Bias per PTV\(^4\) for different values of \( m \). First and foremost, many estimators have their RMSE and Bias that are very close to one another: notable exceptions include, EEL with RMSE significantly larger than the others throughout; GMM with Bias slightly smaller than the others. In addition, the RMSE remain fairly stable as the number of moment increases, while the Bias decreases slightly\(^5\). Finally, it is worth pointing out that our estimator ETHD’s RMSE is smaller than HD’s for all cases with \( m > 2 \), and smaller than ET’s for all cases except \( m = 8 \).

- **Study under local misspecification with local-to-zero endogeneity:** We consider (slight) perturbations in the probability measure that generates the observations by using values of \( \rho \) that are local to 0: specifically, \( \rho_{n,j} = a_j / \sqrt{n} \) with \( a_j \in \{-1.0, -0.9, \ldots, 0, 0.1, 0.2, \ldots, 1.0\} \). Our sample size is set to \( n = 50 \) and we rely on \( m = 5 \) moment restrictions for the estimation of \( \theta_0 \).

  In Figure 4 we display the standard deviations, RMSE, Bias, as well as the probabilities\(^6\) \( P_r(\hat{\theta} - \theta_0 > 0.1) \) as a function of \( \rho_{n,j} \). Our estimator ETHD is the second best according to each criterion (behind GMM): in particular, it is worth pointing out that it clearly outperforms ET in terms of standard deviation and RMSE, while it also (though modestly) outperforms HD in terms of standard deviation and RMSE and ETEL in terms of Probas. Overall, our estimator ETHD is relatively well-behaved.

- **Study under local misspecification from partial contamination:** In this experiment, we assess how deviations from the data generating process (21) by part of the observed sample (rather than the whole sample) affect the properties of the estimators. We set \( \rho = 0 \) and induce deviations

\( ^{4} \)Since the PTV of the different estimators are in general different, we report RMSE/PTV and Bias/PTV to allow meaningful comparisons between estimators.

\( ^{5} \)When \( m = 10 \), the Bias of all estimators tend to increase slightly, but with a small sample size of \( n = 50 \), we are not too concerned about it.

\( ^{6} \)These probabilities can be interpreted as a measure of stability of each estimator around the true value, as they account for large deviations away from it.
by replacing $\varepsilon_i$ in (21) by

$$\tilde{\varepsilon}_i = \begin{cases} 
\varepsilon_i & \text{with probability } 1 - \pi \\
\varepsilon_i + cw_i & \text{with probability } \pi,
\end{cases}$$

where $w_i = r \cdot \varepsilon_i + \sqrt{1 - r^2} \cdot \xi_i$, with $\xi_i$ independent of $\varepsilon_i$, and iid with distribution either $\chi^2_1$, or $t_{1.5}$. When $\xi_i \sim \chi^2_1$, the moment condition (22) is violated by the related part of the sample. In the case where $\xi_i \sim t_{1.5}$, the moment restrictions are still satisfied across the whole sample, but the estimating function does not have second moments for the related part of the sample.

We consider $c = 0$ (no contamination) and $c = 0.5, 1.0, 2.0$; $r = 0.0$ and $0.5$; and $\pi = 0.05$ (small contamination) and $\pi = 0.5$ (large contamination). Once again our sample size is set to $n = 50$ and we rely on $m = 5$ moment restrictions for the estimation.

In Table 3, we display the RMSE, Probas, Bias and Standard deviation for all the estimators and all the above-mentioned cases. Our estimator is overall very well-behaved. In particular, ETHD display standard deviations, RMSE and Probas that are smaller than ET and HD throughout: the largest differences are observed when contaminated data are generated with $c = 2$. For example, with $r = 0.5$, $\pi = 0.5$ and contaminated data generated with $\chi^2_1$, the standard deviation of ETHD is 0.575 while ET and HD’s standard deviations are respectively 1.535 and 0.730. In addition, ETHD also dominates ETEL when focusing on small contaminations with $\pi = 0.05$, though the differences remain modest throughout.

To conclude this section, our simulation results on local misspecification have some connection with the work of Lindsay (1994) that is worth highlighting. In a fully parametric framework, Lindsay (1994) has shown that minimum power divergence estimators with positive index $a$ (see Equation (5)) entail large second-order bias in their so-called residual adjustment function that prevent them to show some robustness property while efficient, whereas those estimators with negative index have some robustness feature in addition to being efficient. Even though our framework in this paper is semiparametric (based on moment condition models), Lindsay’s results seem to be confirmed for EEL which, with index $a = 1$, appears to be the less robust among the simulated estimators. The closeness of the RMSE performance of the other estimators is also in line with Lindsay (1994) since they all have non-positive index. Of course, our results in Section 4 and those of KOE (2013a) predict a better performance from ETHD and HD as we observed in these experiments.

7. Conclusion

In this paper, we consider moment condition models that may be suffering from two complementary types of misspecification often present in economic models, global and local misspecification.

Our first contribution is to show that the recent minimum Hellinger distance estimator (HD) proposed by KOE is not well-behaved under global misspecification. More specifically, despite desirable properties under correct specification and local misspecification, HD does not remain root-n consistent.


when the model is misspecified when the functions defining the moment conditions are unbounded (even when their expectations are bounded).

Our second contribution is to propose a new estimator that is not only semiparametrically efficient under correct specification, but also robust to both types of misspecification - a desirable property since the extent and nature of the misspecification is always unknown in practice. Our estimator is obtained by combining exponential tilting (ET) and HD - so-called ETHD - and we show that it retains the advantages of both. ETHD is semiparametrically efficient under correct specification, and it remains asymptotically normal with the same rate of convergence when the model is globally misspecified. In addition, we show that it is asymptotically minimax robust to local misspecification.

Our third contribution is to document the finite sample properties of a variety of inference procedures under correct specification, as well as under local and global misspecification through a series of Monte-Carlo simulations. Overall, ETHD consistently performs very well and is competitive under most - if not all - simulation designs.
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Appendix A. Results of the Monte Carlo study

A.1. Experiment 1: estimation of a population mean.

<table>
<thead>
<tr>
<th>Model C with $s = 1.0$</th>
<th>GMM</th>
<th>HD</th>
<th>EL</th>
<th>ET</th>
<th>EEL</th>
<th>ETEL</th>
<th>ETHD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sample size $T = 1000$</td>
<td>0.0316</td>
<td>0.0316</td>
<td>0.0316</td>
<td>0.0316</td>
<td>0.0316</td>
<td>0.0316</td>
<td>0.0316</td>
</tr>
<tr>
<td>Sample size $T = 5000$</td>
<td>0.0138</td>
<td>0.0138</td>
<td>0.0138</td>
<td>0.0138</td>
<td>0.0138</td>
<td>0.0138</td>
<td>0.0138</td>
</tr>
<tr>
<td>Sample size $T = 10000$</td>
<td>0.0097</td>
<td>0.0097</td>
<td>0.0097</td>
<td>0.0097</td>
<td>0.0097</td>
<td>0.0097</td>
<td>0.0097</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Model M with $s = 0.75$</th>
<th>GMM</th>
<th>HD</th>
<th>EL</th>
<th>ET</th>
<th>EEL</th>
<th>ETEL</th>
<th>ETHD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sample size $T = 1000$</td>
<td>0.0488</td>
<td>0.0481</td>
<td>0.0742</td>
<td>0.0331</td>
<td>0.0270</td>
<td>0.0464</td>
<td>0.0407</td>
</tr>
<tr>
<td>Sample size $T = 5000$</td>
<td>0.0215</td>
<td>0.0375</td>
<td>0.0731</td>
<td>0.0152</td>
<td>0.0176</td>
<td>0.0257</td>
<td>0.0217</td>
</tr>
<tr>
<td>Sample size $T = 10000$</td>
<td>0.0151</td>
<td>0.0374</td>
<td>0.0743</td>
<td>0.0109</td>
<td>0.0082</td>
<td>0.0200</td>
<td>0.0166</td>
</tr>
</tbody>
</table>

Table 2. Experiment 1: Standard deviations of the GMM, HD, EL, ET, EEL, ETEL, ETHD estimators for models C and M (with $s = 0.75$) with 10,000 replications.
Figure 1. Experiment 1: Ratio of standard deviations for sample sizes (i) 1,000 and 5,000; (ii) 1,000 and 10,000; (iii) 5,000 and 10,000 over a grid of misspecification parameters $s$. 
Figure 2. Experiment 1: Simulated cumulative distribution of HD, ETEL and ETHD under correct specification (model C with $s = 1.0$) and global misspecification (model M with $s = 0.75$)
A.2. Experiment 2: estimation of a production function.

**Figure 3.** Experiment 2 under global misspecification: RMSE and Bias per pseudo-true value for $n = 50$ and different number of moments $m$.

**Figure 4.** Experiment 2 under local misspecification with local-to-zero endogeneity: Standard deviations, RMSE, Bias, and Probas computed as $Pr(|\theta - \theta_0| > 0.1)$ for $n = 50$ and $m = 5$ as a function of $\rho$. 
The Exponentially Tilted Hellinger Distance Estimator

Table 3. Experiment 2 under local misspecification from partial contamination: RMSE, Probas, Bias and standard deviation with $T = 50$ and 10,000 replications. The distribution of the contamination is $\chi^2_d$ with $d = 1$, and $t_{1.5}$ with $d = 2$; the proportion $\pi$ of contaminated sample is either 5%, or 50% contamination.
Appendix B. Proofs of the theoretical results in Sections 2 and 3

Proof of Theorem 2.1. Our proof closely follows the steps of the proof of Theorem 1 in Schennach (2007) written for EL. To deduce that HD is not root n consistent, we proceed as follows. We show that for any HD estimator based on random sample $X$ with distribution $F_k(x)$ and unbounded support, there exists a family of other estimators $\hat{\theta}_{k,n}$ based on compactly supported $F_k(x)$ (to be precisely defined below), all having a narrower distribution than HD for each $n$ and asymptotic variance that diverges as $k \to \infty$. Then, the same argument as the one used in Schennach (2007) allows us to conclude that HD is not root $n$ consistent.

Let $F_k(x)$ be a sequence of distributions indexed by $k \in \mathbb{N}$, each having support $C_k$ with $C_k \equiv \{ x \in \mathcal{X} \ s.t. \ g(x,\theta) \in G_k \ \forall \theta \in \Theta \}$ and $G_k$ an increasing sequence of nested compact subsets of $\mathbb{R}^d$. In addition, $F_k(x)$ is chosen so that the moment conditions are uniformly misspecified in the sense that,

$$\exists \overline{k} \in \mathbb{N} \ s.t. \ \inf_{k \geq \overline{k}} \inf_{\theta \in \Theta} \|E[g(x,\theta)]\| > 0$$

Let $\hat{\theta}_{k,n}$ denote the HD estimator computed with a sample of size $n$ generated with true DGP $K_k(x)$ and let $\hat{\theta}_n^* \in \Theta$ denote its corresponding pseudo-true value. From the interpretation of the HD estimator as a GEL estimator (see Newey and Smith (2004)) and KOE (2013a, p.1191), we have

$$\hat{\theta}_{k,n} = \arg \min_{\theta} \max_{\gamma} -\frac{1}{n} \sum_{i=1}^{n} \frac{2}{1 - \gamma' g(X_i,\theta)/2}.$$  

The first-order condition with respect to $\theta$ and $\gamma$ write, respectively:

$$-\frac{1}{n} \sum_{i=1}^{n} \sum_{i=1}^{n} \frac{\dot{G}_i^* \hat{\gamma}_{k,n}}{[1 - \dot{\gamma}_k^* g(X_i,\hat{\theta}_{k,n})/2]^2} = 0 \quad \text{where} \quad \dot{G}_i = \frac{\partial g(X_i,\hat{\theta}_{k,n})}{\partial \theta^\prime}$$

$$-\frac{1}{n} \sum_{i=1}^{n} \sum_{i=1}^{n} \frac{g(X_i,\hat{\theta}_{k,n})}{[1 - \dot{\gamma}_k^* g(X_i,\hat{\theta}_{k,n})/2]^2} = 0.$$  

The asymptotic properties of GEL-type estimators are well known:

$$\sqrt{n} \left[ \begin{array}{c} \hat{\theta}_{k,n} \\ \hat{\gamma}_{k,n} \end{array} \right] \Rightarrow N(0, H_k^{-1} S_k H_k^{-1}) \quad \text{as} \ n \to \infty \quad \text{for} \ k \text{ fixed}$$

with

$$S_k = E[\phi(\hat{\theta}_k^*, \gamma_k^*) \phi(\hat{\theta}_k^*, \gamma_k^*)'] = \left[ \begin{array}{ccc} E[\tau_1^4 G_i^* \gamma_k^* \gamma_k^* G_i] & E[\tau_1^4 G_i^* G_i'] \gamma_k^* \\ E[\tau_1^4 G_i' G_i] & E[\tau_1^4 G_i G_i'] \end{array} \right]$$

$$H_k = E \left( \left( \frac{\partial \phi(\hat{\theta}_k^*, \gamma_k^*)}{\partial \theta', \gamma_k^*} \right)' \right) = E \left( \left( \frac{\partial^2 \phi(\hat{\theta}_k^*, \gamma_k^*)}{\partial \theta' \partial \gamma_k^*} \right)' \right)$$

where

$$g_i = g(X_i, \theta_k^*), \quad G_i = \frac{\partial g(X_i, \theta_k^*)}{\partial \theta'}, \quad \tau_i = \frac{1}{1 - \gamma_k^* g_i/2}, \quad \phi(\theta, \gamma) = \left( \frac{G_i^* \gamma_k^*}{(1 - \gamma_k^* g_i/2)^2} \right)$$

From the calculations in the dual problem, we have:

$$\sqrt{n} = \frac{1}{\sqrt{n}(1 - \gamma_k^* g_i/2)} > 0 \quad \Rightarrow \quad \frac{1}{(1 - \gamma_k^* g_i/2)} > 0 \quad \text{(B.1)}$$

Since $\{g(x, \theta_k^*), x \in \mathcal{X}\}$ is unbounded in every direction, the set $\{g(x, \theta_k^*) \in C_k\}$ becomes unbounded in every direction as $k \to \infty$. Hence, the only way to have (B.1) is to have $\gamma_k^* \to 0$ as $k \to \infty$. Since $\gamma_k^* \to 0$ as $k \to \infty$, $S_k$ and $H_k$ can be simplified by noting that when $(H_k^{-1} S_k H_k^{-1})$ is calculated, any term containing $\gamma_k^*$ will be dominated by terms not containing it. We get:

$$S_k \to \left( \begin{array}{cc} 0 & 0 \\ 0 & E(\tau_1^4 g_i g_i') \end{array} \right) \quad \text{and} \quad H_k^{-1} \to \left( \begin{array}{cc} 0 & E(\tau_1^2 G_i') \ E(\tau_1^2 G_i g_i') \ & E(\tau_1^2 G_i g_i') \end{array} \right)^{-1} = \left( \begin{array}{cc} B_{11} & B_{12} \\ B_{21} & B_{22} \end{array} \right)$$
Define $\Sigma_k$ as the $(p, p)$ top-left submatrix of $(H_k^{-1}S_kH_k^{-1})$, that is $\Sigma_k = B_{12}E(\tau_i^3 g_i g'_i)B_{21}$. Recall $\left( \begin{array}{cc} A & B \\ C & D \end{array} \right)^{-1}$

top-right corner term is $-F^{-1}BD^{-1}$ with $F = A - BD^{-1}C$. Thus:

$$B_{12} = \left[ E(\tau_i^2 G'_i) \left( E(\tau_i^3 g_i g'_i) \right)^{-1} E(\tau_i^2 G'_i) \right]^{-1} E(\tau_i^2 G'_i) \left( E(\tau_i^3 g_i g'_i) \right)^{-1} = B_{21}$$

To show that $\Sigma_k$ diverges, we show the following three properties:

(i) $E(\tau_i^4 g_i g'_i)$ has a divergent eigenvalue;
(ii) $\|E(\tau_i^3 g_i g'_i)\| = o \left( \left[ E(\tau_i^3 g_i g'_i) \right]^{1/2} \right)$;
(iii) $\|B_{12}\| \left[ E(\tau_i^4 g_i g'_i) \right]^{1/2}$ diverges.

(i) First, we show that $E(\tau_i^4 g_i g'_i)$ has a divergent eigenvalue:

\[
g_i (1 - \gamma_k^* g_i / 2)^2 = g_i (1 - \gamma_k^* g_i + (\gamma g_i)^2 / 4) = g_i - g_i g_i' \gamma_k^* + g_i g_i' \gamma_k^* / 4 = g_i - g_i g_i' \gamma_k^* / 2(2 - g_i g_i' \gamma_k^* / 2) = g_i - g_i g_i' \gamma_k^* / 2 - g_i g_i' \gamma_k^* / 2(1 - g_i g_i' \gamma_k^*)
\]

\[
\Rightarrow g_i = \frac{g_i}{(1 - \gamma_k^* g_i / 2)^2} - \frac{g_i (g_i' \gamma_k^*) / 2}{(1 - \gamma_k^* g_i / 2)^2} - \frac{g_i (g_i' \gamma_k^*) / 2}{(1 - \gamma_k^* g_i / 2)}
\]

\[
\Rightarrow E(g_i) = 0 - \left\{ E \left[ \frac{g_i g_i'}{(1 - \gamma_k^* g_i / 2)^2} \right] + E \left[ \frac{g_i g_i'}{(1 - \gamma_k^* g_i / 2)} \right] \right\} \frac{\gamma_k^*}{2}
\]

\[
\Rightarrow E(g_i) \equiv - (\Omega_1 + \Omega_2) \frac{\gamma_k^*}{2}
\]

Since $\inf_{k > k} E(g(X_i, \theta_k^*)) > 0$ some $k \in \mathbb{N}$, the only way to have $\gamma_k^* \to 0$ is if $(\Omega_1 + \Omega_2)$ has a divergent eigenvalue. Let $v$ be a unit eigenvector associated with such eigenvalue:

\[
v' \Omega_1 v = E \left[ \frac{v' g_i}{(1 - \gamma_k^* g_i / 2)^2} v' g_i \right] \leq \left[ E \left( \frac{v' g_i}{(1 - \gamma_k^* g_i / 2)^2} \right)^2 \right]^{1/2}
\]

\[
v' \Omega_2 v = \left[ E \left( \frac{v' g_i}{1 - \gamma_k^* g_i / 2} \right)^2 \right]^{1/2} = \left( v' \Omega_1 v \right) \frac{1}{2} \left[ E(v' g_i)^2 \right] \frac{1}{2}
\]

Hence,

\[
v' \Omega v = v' \Omega_1 v + v' \Omega_2 v \leq \left\{ E \left( \frac{v' g_i}{(1 - \gamma_k^* g_i / 2)^2} \right)^2 \right\}^{1/2} + \left( v' \Omega_1 v \right)^{1/2}
\]

Since

\[
a) \quad E(v' g_i)^2 \leq \sup_{\theta \in \Theta} E\|g(X_i, \theta)\|^2 < \infty \quad \text{by assumption,}
\]

\[
b) \quad v' \Omega_1 v \leq \left[ E \left( \frac{v' g_i}{(1 - \gamma_k^* g_i / 2)^2} \right)^2 E(v' g_i)^2 \right]^{1/2} \text{ diverges as shown above,}
\]

\[
c) \quad E \left( \frac{v' g_i}{(1 - \gamma_k^* g_i / 2)^2} \right)^2 = E[\tau_i^4 (v' g_i)^2],
\]

we conclude that $E(\tau_i^4 g_i g'_i)$ has a divergent eigenvalue.
(ii) We now show that $\|E(\tau_i^2 G_i)\| = o\left(\left[E(\tau_i^2 \|g_i g_i'\|)\right]^{1/2}\right)$.

$$\tau_i^2 G_i = \frac{1}{(1 - \gamma_k' g_i/2)^2} G_i = \left[1 + \tau_i^2 \gamma_k' g_i - \tau_i^2 \left(\frac{\gamma_k' g_i}{2}\right)^2\right] G_i$$

$$\|E(\tau_i^2 G_i)\| = \left\|E\left[\left(1 + \tau_i^2 \gamma_k' g_i - \tau_i^2 \left(\frac{\gamma_k' g_i}{2}\right)^2\right) G_i\right]\right\|$$

$$\leq E\|G_i\| + E\|\tau_i^2 \gamma_k' g_i G_i\| + E\|\tau_i^2 \left(\frac{\gamma_k' g_i}{2}\right)^2 G_i\|$$

$$E\tau_i^2 \|\gamma_k' g_i G_i\| = E\left(\tau_i^2 \|g_i\| \|G_i\|\right) \|\gamma\|$$

$$\leq \left[E(\tau_i^4 \|g_i\|^2)\right]^{1/2} \left[\|G_i\|^2\right]^{1/2} \|\gamma_k\|^2$$

where the last inequality follows from the Cauchy-Schwarz inequality. Then,

$$\frac{E(\tau_i^2 \|\gamma_k' g_i G_i\|)}{E(\tau_i^4 \|g_i\|^2)^{1/2}} \to 0 \Rightarrow E(\tau_i^2 \|\gamma_k' g_i G_i\|) = o\left(E(\tau_i^4 \|g_i\|^2)^{1/2}\right)$$

$$E\left[\tau_i^2 \left(\frac{\gamma_k' g_i}{2}\right)^2 G_i\right] = E(\tau_i^2 \|g_i\|^2 \|G_i\|) \|\gamma_k\|^2 \leq \left[E(\tau_i^4 \|g_i\|^2)\right]^{1/2} \left[E\|g_i\|^2 \|G_i\|^2\right]^{1/2} \|\gamma_k\|^2$$

$$\Rightarrow \|E(\tau_i^2 G_i)\| = o\left(\left[E(\tau_i^4 \|g_i\|^2)\right]^{1/2}\right) = o\left(\left[E(\tau_i^4 \|g_i g_i'\|)\right]^{1/2}\right) = o\left(\left[E(\tau_i^4 \|g_i g_i'\|)\right]^{1/2}\right)$$

(iii) Finally, we show that $\|B_{12} \| E(\tau_i^4 \|g_i g_i'\|)\|^{1/2} \to \infty$.

First, it follows from the Cauchy-Schwarz inequality that:

$$\|B_{12} \| E(\tau_i^4 \|g_i g_i'\|)\|^{1/2} \geq \|B_{12} E(\tau_i^2 G_i)\| \left[\frac{E(\tau_i^4 \|g_i g_i'\|)}{E(\tau_i^2 G_i)}\right]^{1/2}$$

Then, from the definition of $B_{12}$, we have:

$$B_{12} E(\tau_i^2 G_i) = I_p \Rightarrow \|B_{12} E(\tau_i^2 G_i)\| = O_p(1)$$

Finally, we showed in (ii) above that

$$\|E(\tau_i^2 G_i)\| = o\left(\left[E(\tau_i^4 \|g_i g_i'\|)\right]^{1/2}\right) \Rightarrow \frac{\|E(\tau_i^2 G_i)\|}{\left[\frac{E(\tau_i^4 \|g_i g_i'\|)}{E(\tau_i^2 G_i)}\right]^{1/2}} \to 0 \Rightarrow \frac{\left[\frac{E(\tau_i^4 \|g_i g_i'\|)}{E(\tau_i^2 G_i)}\right]^{1/2}}{\|E(\tau_i^2 G_i)\|^2} \to \infty$$

**Proof of Theorem 3.1** To simplify the notation, we make the dependence of all quantities on $\hat{\theta}$ implicit and introduce the following notations: $\hat{\pi}_i = \hat{\pi}_i(\hat{\theta}), \hat{\lambda} = \hat{\lambda}(\hat{\theta}), g_i = g_i(x, \hat{\theta})$. In addition, $\sum_i = \sum_{i=1}^n$. 
The first part follows readily from the discussion leading to the statement of the theorem. Regarding the second part, let us start with the following preliminary computation:

\[
\frac{d\hat{\pi}_i}{d\theta} = \frac{d}{d\theta} \left[ \frac{\exp(\hat{\lambda}'g_i)}{\sum_j \exp(\hat{\lambda}'g_j)} \right]
= \frac{1}{\sum_j \exp(\hat{\lambda}'g_j)} \left[ \frac{d(\exp(\hat{\lambda}'g_i))}{d\theta} \sum_j \exp(\hat{\lambda}'g_j) - \exp(\hat{\lambda}'g_i) \sum_j \frac{d}{d\theta} \exp(\hat{\lambda}'g_j) \right]
= \frac{1}{\sum_j \exp(\hat{\lambda}'g_j)} \left[ \frac{d(\hat{\lambda}'g_i)}{d\theta} \exp(\hat{\lambda}'g_i) \sum_j \exp(\hat{\lambda}'g_j) - \exp(\hat{\lambda}'g_i) \sum_j \frac{d(\hat{\lambda}'g_j)}{d\theta} \exp(\hat{\lambda}'g_j) \right]
= \frac{\exp(\hat{\lambda}'g_i)}{\sum_j \exp(\hat{\lambda}'g_j) \times \sum_k \exp(\hat{\lambda}'g_k)} \left[ \frac{d(\hat{\lambda}'g_i)}{d\theta} \sum_j \exp(\hat{\lambda}'g_j) - \sum_j \frac{d(\hat{\lambda}'g_j)}{d\theta} \exp(\hat{\lambda}'g_j) \right]
= \hat{\pi}_i \left[ \frac{d(\hat{\lambda}'g_i)}{d\theta} - \sum_j \frac{d(\hat{\lambda}'g_j)}{d\theta} \frac{\exp(\hat{\lambda}'g_j)}{\sum_k \exp(\hat{\lambda}'g_k)} \right]
\]

We can now proceed from

\[ H^2(\hat{\pi}, P_n) = 1 - \frac{1}{\sqrt{n}} \sum_i \sqrt{\hat{\pi}_i} \]

The differentiation with respect to \( \theta \) gives:

\[
2 \frac{dH^2}{d\theta} = -\frac{1}{\sqrt{n}} \sum_i \frac{1}{\sqrt{\hat{\pi}_i}} \frac{d\hat{\pi}_i}{d\theta} = -\frac{1}{\sqrt{n}} \sum_i \left( \sqrt{\hat{\pi}_i} \frac{d(\hat{\lambda}'g_i)}{d\theta} - \sqrt{\hat{\pi}_i} \sum_j \frac{d(\hat{\lambda}'g_j)}{d\theta} \hat{\pi}_j \right)
= \frac{1}{\sqrt{n}} \sum_i \sqrt{\hat{\pi}_i} \sum_j \hat{\pi}_j \frac{d(\hat{\lambda}'g_j)}{d\theta} - \frac{1}{\sqrt{n}} \sum_i \sqrt{\hat{\pi}_i} \frac{d(\hat{\lambda}'g_i)}{d\theta}
= 0
\]

From (12), the first-order condition for \( \hat{\lambda} \) is:

\[ \sum_i g_i \exp(\hat{\lambda}'g_i) = 0. \]

\[ \square \]

**Lemma B.1.** Let

\[
\Delta_{P_n}(\lambda, \theta) = \frac{E_{P_n}[\exp(\lambda'g(X, \theta)/2)]}{\sqrt{E_{P_n}[\exp(\lambda'g(X, \theta))]}}, \quad \Delta_{P_n}(\lambda, \theta) = \frac{E_{P_n}[\exp(\lambda'g(X, \theta)/2)]}{\sqrt{E_{P_n}[\exp(\lambda'g(X, \theta))]}},
\]

and \( (\hat{\lambda}, \hat{\theta}) \) an arbitrary sequence of \( \Lambda \times \Theta \), a compact set. If (i) \( \Delta_{P_n}(\lambda, \theta) \) converges uniformly in probability \( P_\ast \) and over \( \Lambda \times \Theta \) to \( \Delta_{P_\ast}(\lambda, \theta) \), with \( \Delta_{P_\ast} \) continuous in both its arguments, (ii) \( \text{Var}_{P_\ast}(g(X, \theta)) \) is non singular for all \( \theta \in \Theta \) with smallest eigenvalue bounded away from 0, and (iii) \( \Delta_{P_n}(\hat{\lambda}, \hat{\theta}) \xrightarrow{P_\ast} 1 \), then

\[ \hat{\lambda} \xrightarrow{P_\ast} 0. \]

**Proof of Lemma B.1** By the triangle inequality, (i) and (iii) imply that \( \Delta_{P_\ast}(\hat{\lambda}, \hat{\theta}) \xrightarrow{P_\ast} 1 \). Let \( \epsilon > 0 \) and \( N_\epsilon = \{ \lambda \in \mathbb{R}^m : ||\lambda|| < \epsilon \} \) and \( N_\epsilon \) its complement. By the Jensen’s inequality, since \( x \mapsto \sqrt{x} \) is strictly concave, \( \Delta_{P_\ast}(\lambda, \theta) \leq 1 \) with equality occurring only for \( \lambda'g(X, \theta) \) constant \( P_\ast \)-almost surely. By condition (ii), \( \lambda'g(X, \theta) \)
is constant $P_{\varepsilon}$-almost surely if and only if $\lambda = 0$. By continuity of objective function and compactness of optimization set, there exists $(\hat{\lambda}, \hat{\theta}) \in (\hat{N}_\varepsilon \cap F) \times \Theta$ such that 

$$\max_{(\lambda, \theta) \in (\hat{N}_\varepsilon \cap F) \times \Theta} \Delta_{P_{\varepsilon}}(\lambda, \theta) = \Delta_{P_{\varepsilon}}(\hat{\lambda}, \hat{\theta}) \equiv A_{\varepsilon}.$$ 

Since $\hat{\lambda} \neq 0$, $A_{\varepsilon} < 1$. Hence, $\Delta_{P_{\varepsilon}}(\hat{\lambda}, \hat{\theta}) > A_{\varepsilon}$ with probability approaching 1 as $n \to \infty$. Therefore, $\hat{\lambda} \notin \hat{N}_\varepsilon$ with probability approaching 1, that is $P_{\varepsilon}(\|\hat{\lambda}\| < \varepsilon) \to 1$ as $n \to \infty$. □

**Lemma B.2.** If Assumption [1] holds and $\hat{\theta}$ is the ETHD estimator, then

(a) $\Delta_{P_{\varepsilon}}(\hat{\lambda}(\hat{\theta}), \hat{\theta}) = 1 + O_P(n^{-1})$,  
(b) $\hat{\lambda}(\hat{\theta}) = O_P(n^{-1/2})$,  
(c) $E_{P_{\varepsilon}}(g(X, \hat{\theta})) = O_P(n^{-1/2})$.

**Proof of Lemma B.2.** We proceed in three steps. Step 1 shows that $\Delta_{P_{\varepsilon}}(\hat{\lambda}(\hat{\theta}), \hat{\theta}) = 1 + O_P(n^{-1})$. This allows, thanks to Lemma [B.1] to deduce that $\hat{\lambda}(\hat{\theta}) = o_P(1)$. Step 2 derives the order of magnitude of $\hat{\lambda}(\hat{\theta})$ and Step 3 derives that of $E_{P_{\varepsilon}}(g(X, \hat{\theta}))$.

**Step 1:** We first show that $\Delta_{P_{\varepsilon}}(\hat{\lambda}(\hat{\theta}), \hat{\theta}) = 1 + O_P(n^{-1})$. By definition of $\hat{\theta}$, we have:

$$\Delta_{P_{\varepsilon}}(\hat{\lambda}(\hat{\theta}), \hat{\theta}) \leq \Delta_{P_{\varepsilon}}(\hat{\lambda}(\hat{\theta}), \hat{\theta}) \leq 1. \quad (B.2)$$

To concludes (a), it suffices to show that $\Delta_{P_{\varepsilon}}(\hat{\lambda}(\hat{\theta}), \hat{\theta}) = 1 + O_P(n^{-1})$. For this, observe that by the central limit theorem, $\sqrt{n}E_{P_{\varepsilon}}(g(X, \theta^*)) = O_P(1)$. We can therefore apply Lemma 2.4 of Newey and Smith (2004) to the constant sequence $\hat{\theta} = \theta^*$ and claim that $\hat{\lambda}(\hat{\theta}) = O_P(n^{-1/2})$ and $E_{P_{\varepsilon}}[\exp \left( \hat{\lambda}(\hat{\theta})'g(X, \theta^*) \right)] \geq 1 + O_P(n^{-1})$.

Since $E_{P_{\varepsilon}}[\exp (\lambda'_g(X, \theta^*))]$ is minimized at $\hat{\lambda}(\hat{\theta})$ over $\Lambda$ which contains 0, we actually have

$$1 + O_P(n^{-1}) \leq E_{P_{\varepsilon}}[\exp (\hat{\lambda}(\hat{\theta})'g(X, \theta^*))] \leq 1.$$

Thus $\varepsilon_n \equiv E_{P_{\varepsilon}}[\exp (\hat{\lambda}(\hat{\theta})'g(X, \theta^*))] - 1 = O_P(n^{-1})$. Also, by definition of $\hat{\lambda}(\hat{\theta})$, $E_{P_{\varepsilon}}[\exp \left( \hat{\lambda}(\hat{\theta})'g(X, \theta^*) \right)] \leq E_{P_{\varepsilon}}[\exp \left( \hat{\lambda}(\hat{\theta})'g(X, \theta^*)/2 \right)]$. Hence, 

$$\left( E_{P_{\varepsilon}}[\exp \left( \hat{\lambda}(\hat{\theta})'g(X, \theta^*) \right)] \right)^{1/2} \leq \Delta_{P_{\varepsilon}}(\hat{\lambda}(\hat{\theta}), \theta^*) \leq 1.$$

But, $\left( E_{P_{\varepsilon}}[\exp \left( \hat{\lambda}(\hat{\theta})'g(X, \theta^*) \right)] \right)^{1/2} = 1 + \frac{1}{2} \varepsilon_n + O(\varepsilon_n^2) = 1 + O_P(n^{-1})$. Thus $\Delta_{P_{\varepsilon}}(\hat{\lambda}(\hat{\theta}), \theta^*) = 1 + O_P(n^{-1})$ and we obtain (a) using (B.2).

**Step 2:** Before deriving the order of magnitude in (b), we first show that $\hat{\lambda}(\hat{\theta}) \xrightarrow{P}\hat{\lambda}$. For this, we verify the conditions of Lemma [B.1]. Conditions (ii) is satisfied thanks to Assumption [1v], Condition (iii) follows from Step 1. It remains to show (i). Thanks to the dominance condition in Assumption [1vi], Lemma 2.4 of Newey and McFadden (1994) ensures that $E_{P_{\varepsilon}}[\exp (\lambda'_g(X, \theta))]$ and $E_{P_{\varepsilon}}[\exp (\lambda'_g(X, \theta)/2)]$ converge in probability uniformly over $\Lambda \times \Theta$ to $E[\exp (\lambda'_g(X, \theta))]$ and $E[\exp (\lambda'_g(X, \theta)/2)]$, respectively and both limits functions are continuous in $(\lambda, \theta)$. To conclude (i), we show that $E[\exp (\lambda'_g(X, \theta))]$ is bounded away from 0—which is enough to deduce that the ratio $\Delta_{P_{\varepsilon}}(\lambda, \theta)$ converges uniformly in probability to $\Delta(\lambda, \theta)$. By convexity of $x \mapsto e^x$,

$$E[\exp (\lambda'_g(X, \theta))] \geq e^{\sup_{\theta \in \Theta} \|g(X, \theta)\|} \geq \delta > 0,$$

the third and last inequalities are due to compactness of $\Lambda$ and Assumption [1iv].

Let us now establish (b). By a second order Taylor expansion of $\Delta_{P_{\varepsilon}}(\hat{\lambda}(\hat{\theta}), \hat{\theta})$ around $\lambda = 0$ with a Lagrange remainder, we have:

$$\Delta_{P_{\varepsilon}}(\hat{\lambda}(\hat{\theta}), \hat{\theta}) = \Delta_{P_{\varepsilon}}(0, \hat{\theta}) + \frac{\partial \Delta_{P_{\varepsilon}}(0, \hat{\theta})}{\partial \lambda'} \hat{\lambda}(\hat{\theta}) + \frac{1}{2} \hat{\lambda}(\hat{\theta})' \frac{\partial^2 \Delta_{P_{\varepsilon}}(\hat{\lambda}, \hat{\theta})}{\partial \lambda \partial \lambda'} \hat{\lambda}(\hat{\theta}), \quad (B.3)$$

with $\hat{\lambda} \in (0, \hat{\lambda}(\hat{\theta}))$. We have:

$$\frac{\partial \Delta_{P_{\varepsilon}}(\lambda, \theta)}{\partial \lambda} = \frac{1}{2} \left\{ \frac{E_{P_{\varepsilon}}[g(X, \theta) \exp (\lambda'_g(X, \theta)/2)]}{(E_{P_{\varepsilon}}[\exp (\lambda'_g(X, \theta))]^{1/2})} - \frac{E_{P_{\varepsilon}}[g(X, \theta) \exp (\lambda'_g(X, \theta))]}{(E_{P_{\varepsilon}}[\exp (\lambda'_g(X, \theta))]^{1/2})} \right\}$$
and $\frac{\partial^2 \Delta_{P_n}(\lambda, \theta)}{\partial \lambda \partial \theta} = \frac{1}{2} \left( \Delta^{(1)}_{P_n}(\lambda, \theta) + \Delta^{(2)}_{P_n}(\lambda, \theta) \right)$, with (letting $g = g(X, \theta)$),

$$\Delta^{(1)}_{P_n}(\lambda, \theta) = \frac{1}{2} \frac{E_{P_n} [g' \exp(\lambda' g)] E_{P_n} [\exp(\lambda' g)]}{(E_{P_n} [\exp(\lambda' g)])^{3/2}} - \frac{E_{P_n} [g' \exp(\lambda' g)] E_{P_n} [\exp(\lambda' g/2)]}{(E_{P_n} [\exp(\lambda' g/2)])^{3/2}}.$$

$$\Delta^{(2)}_{P_n}(\lambda, \theta) = \frac{3}{2} \frac{E_{P_n} [\exp(\lambda' g)] E_{P_n} [g' \exp(\lambda' g)] E_{P_n} [\exp(\lambda' g/2)]}{(E_{P_n} [\exp(\lambda' g)])^{3/2}} - \frac{1}{2} \frac{E_{P_n} [g' \exp(\lambda' g/2)] E_{P_n} [\exp(\lambda' g)]}{(E_{P_n} [\exp(\lambda' g)])^{3/2}}.$$

Hence, $\frac{\partial \Delta_{P_n}(\lambda, \theta)}{\partial \lambda} = 0$. We also have that:

$$\frac{\partial^2 \Delta_{P_n}(\lambda, \theta)}{\partial \lambda \partial \theta} = -\frac{1}{4} Var(g(X, \hat{\theta})) + o_P(1).$$

To see this, we observe that, by uniform convergence,

$$E_{P_n} \left[ \exp \left( \lambda' g(X, \hat{\theta}) \right) \right] = E \left( \exp \left( \lambda' g(X, \hat{\theta}) \right) \right) + o_P(1).$$

By continuity of $(\lambda, \theta) \mapsto E \left( \exp (\lambda' g(X, \theta)) \right)$, the fact that $g(X, \hat{\theta}) = O_P(1)$ and $\hat{\lambda} \rightarrow 0$ implies that $E \left( \exp (\hat{\lambda}' g(X, \hat{\theta})) \right) \rightarrow 1$ in probability as $n \rightarrow \infty$ and we have

$$E_{P_n} \left[ \exp \left( \hat{\lambda}' g(X, \hat{\theta}) \right) \right] \overset{P}{\rightarrow} 1$$
as well.

We can also claim that

$$E_{P_n} \left[ g(X, \hat{\theta}) \exp \left( \lambda' g(X, \hat{\theta}) \right) \right] = E \left( g(X, \hat{\theta}) \exp \left( \lambda' g(X, \hat{\theta}) \right) \right) + o_P(1) = E \left( g(X, \hat{\theta}) \right) + o_P(1).$$

To see this, let $\mathcal{N} \subset \mathbb{R}^m$ be a small neighborhood of 0. For $\lambda$ near 0, we have

$$\|g(x, \theta) \exp (\lambda' g(x, \theta))\| \leq \sup_{\theta \in \Theta} \|g(x, \theta)\| \sup_{\lambda \in \mathcal{N}} \exp (\lambda' g(x, \theta)).$$

Applying the Hölder inequality with $\beta$: $1/\alpha + 1/\beta = 1$, have:

$$\frac{1}{(E \sup_{\theta \in \Theta} \|g(X, \theta)\| \sup_{\theta \in \Theta, \lambda \in \mathcal{N}} \exp (\lambda' g(X, \theta)))^{\beta}} \leq \frac{1}{(E \sup_{\theta \in \Theta} \|g(X, \theta)\|^{\alpha})^{\beta}} \frac{1}{(E \sup_{\theta \in \Theta, \lambda \in \mathcal{N}} \exp (\lambda' g(X, \theta)))^{\beta}} < \infty.$$

This establishes the dominance condition needed for the claim to hold. We can proceed the same way to show that:

$$E_{P_n} \left[ g(X, \hat{\theta}) g(X, \hat{\theta})' \exp \left( \hat{\lambda}' g(X, \hat{\theta}) \right) \right] = E \left( g(X, \hat{\theta}) g(X, \hat{\theta})' \right) + o_P(1);$$

$$E_{P_n} \left[ g(X, \hat{\theta}) g(X, \hat{\theta})' \exp \left( \hat{\lambda}' g(X, \hat{\theta})/2 \right) \right] = E \left( g(X, \hat{\theta}) g(X, \hat{\theta}) \right) + o_P(1);$$

and (B.4) follows. Therefore, (B.3) can be written:

$$\Delta_{P_n}(\hat{\lambda}(\theta), \hat{\theta}) = 1 - \frac{1}{8} \hat{\lambda}(\theta)' Var(g(X, \hat{\theta})) \hat{\lambda}(\theta) + o_P(1) \|\hat{\lambda}(\theta)\|^2.$$

Thus

$$\frac{1}{8} \hat{\lambda}(\theta)' Var(g(X, \hat{\theta})) \hat{\lambda}(\theta) + o_P(1) \|\hat{\lambda}(\theta)\|^2 = O_P(n^{-1}).$$

From Assumption [1], this implies that:

$$\ell \|\hat{\lambda}(\theta)\|^2/8 + o_P(1) \|\hat{\lambda}(\theta)\|^2 \leq \frac{1}{8} \hat{\lambda}(\theta)' Var(g(X, \hat{\theta})) \hat{\lambda}(\theta) + o_P(1) \|\hat{\lambda}(\theta)\|^2 = O_P(n^{-1})$$

with $\ell > 0$ and we can conclude that

$$\|\hat{\lambda}(\theta)\|^2 (1 + o_P(1)) = O_P(n^{-1})$$
implying that
\[ \|\hat{\lambda}(\hat{\theta})\|^2 = O_P(n^{-1}) \]
or, equivalently, \( \hat{\lambda}(\hat{\theta}) = O_P(n^{-1/2}) \), concluding Step 2.

**Step 3:** Now, we show that \( E_{P_n}(g(X, \hat{\theta})) = O_P(n^{-1/2}) \). Let
\[ \hat{\lambda} = -\frac{E_P_n(g(X, \hat{\theta}))}{\sqrt{n||E_{P_n}(g(X, \hat{\theta}))||}} + \hat{\lambda}(\hat{\theta}). \]
By definition,
\[ E_{P_n}\left[ \exp\left(\hat{\lambda}(\hat{\theta})'g(X, \hat{\theta})\right)\right] \leq E_{P_n}\left[ \exp\left(\hat{\lambda}g(X, \hat{\theta})\right)\right]. \]
Second order Taylor expansions of each side around 0 with a Lagrange remainder gives:
\[
E_{P_n}\left[ \exp\left(\hat{\lambda}(\hat{\theta})'g(X, \hat{\theta})\right)\right] = 1 + \hat{\lambda}(\hat{\theta})'E_{P_n}\left( g(X, \hat{\theta}) \right) + \frac{1}{2}\hat{\lambda}(\hat{\theta})'E_{P_n}\left[ g(X, \hat{\theta})g(X, \hat{\theta})' \exp\left(\hat{\lambda}'g(X, \hat{\theta})\right) \right] \hat{\lambda}(\hat{\theta}),
\]
and
\[
E_{P_n}\left[ \exp\left(\hat{\lambda}'g(X, \hat{\theta})\right)\right] = 1 + \hat{\lambda}(\hat{\theta})'E_{P_n}\left( g(X, \hat{\theta}) \right) - n^{-1/2}\left\|E_{P_n}\left( g(X, \hat{\theta}) \right)\right\| + \frac{1}{2}\hat{\lambda}'E_{P_n}\left[ g(X, \hat{\theta})g(X, \hat{\theta})' \exp\left(\hat{\lambda}'g(X, \hat{\theta})\right) \right] \hat{\lambda},
\]
with \( \hat{\lambda} \in (0, \hat{\lambda}(\hat{\theta})) \) and \( \hat{\lambda} \in (0, \hat{\lambda}) \). Since \( \hat{\lambda}(\hat{\theta}) \) and \( \hat{\lambda} \) are both \( O_P(n^{-1/2}) \), so are \( \lambda \) and \( \hat{\lambda} \), and, as a result, the quadratic terms in both expansions are of order \( O_P(n^{-1}) \). Thus:
\[
1 + \hat{\lambda}(\hat{\theta})'E_{P_n}\left( g(X, \hat{\theta}) \right) + O_P(n^{-1}) \leq 1 + \hat{\lambda}(\hat{\theta})'E_{P_n}\left( g(X, \hat{\theta}) \right) - n^{-1/2}\left\|E_{P_n}\left( g(X, \hat{\theta}) \right)\right\| + O_P(n^{-1})
\]
and we can conclude that:
\[ E_{P_n}\left( g(X, \hat{\theta}) \right) = O_P(n^{-1/2}). \quad \square \]

**Proof of Theorem 3.2:** Proofs of (ii) and (iii) follow from Lemma 3.2. We show (i). We have
\[ E_{P_n}\left( g(X, \hat{\theta}) \right) = E(g(X, \hat{\theta})) + \left( E_{P_n}\left( g(X, \hat{\theta}) \right) - E(g(X, \theta)) \right). \]

By uniform convergence in probability of \( E_{P_n}(g(X, \theta)) \) towards \( E(g(X, \theta)) \) over \( \Theta \), we have:
\[ E_{P_n}\left( g(X, \hat{\theta}) \right) = E(g(X, \hat{\theta})) + o_P(1). \]

From (iii), we can deduce that \( E(g(X, \hat{\theta})) \xrightarrow{P} 0 \) as \( n \to \infty \). Since \( E(g(X, \theta)) = 0 \) is solved only at \( \theta^* \), the fact that \( \theta \to E(g(X, \theta)) \) is continuous and \( \Theta \) compact, a similar argument that in Newey and McFadden (1994) allows us to conclude that \( \hat{\theta} \xrightarrow{P} \theta^* \). \( \square \)

**Proof of Theorem 3.3:** (i) We essentially rely on mean-value expansions of the first order optimality conditions for \( \hat{\theta} \) and \( \lambda \). Since \( \hat{\theta} \) converges in probability to \( \theta^* \), which is an interior point, with probability approaching 1, \( \theta \) is an interior solution and solves the first order condition:
\[
\frac{d\Delta_{P_n}(\hat{\lambda}(\theta), \theta)}{d\theta} \bigg|_{\theta=\hat{\theta}} = \frac{N_1(\hat{\lambda}(\theta), \hat{\theta})}{D_1(\hat{\lambda}(\theta), \hat{\theta})} - \frac{N_2(\hat{\lambda}(\theta), \hat{\theta})}{D_2(\hat{\lambda}(\theta), \hat{\theta})} = 0,
\]
with
\[
N_1(\lambda, \theta) = \frac{1}{2}E_{P_n}\left[ \left( \frac{d\hat{\lambda}}{d\theta}(\hat{\theta})g(X, \theta) + \frac{\partial g(X, \theta)'}{\partial \theta}\lambda \right) \exp\left(\hat{\lambda}'g(X, \hat{\theta})/2\right) \right],
\]
\[
N_2(\lambda, \theta) = \frac{1}{2}E_{P_n}\left[ \left( \frac{d\hat{\lambda}}{d\theta}(\hat{\theta})g(X, \theta) + \frac{\partial g(X, \theta)'}{\partial \theta}\lambda \right) \exp\left(\hat{\lambda}'g(X, \hat{\theta})\right) \right] \times D_0 \left( \frac{\hat{\lambda}}{2}, \hat{\theta} \right),
\]
\[
D_1(\lambda, \theta) = D_0(\lambda, \theta)^{1/2}, \quad D_2(\lambda, \theta) = D_0(\lambda, \theta)^{3/2}, \quad D_0(\lambda, \theta) = E_{P_n}\left[ \exp(\lambda'g(X, \theta)) \right].
\]
Also, the fact that \( \hat{\lambda}(\hat{\theta}) \) converges in probability to 0 makes it an interior solution so that it solves in \( \lambda \) the first-order condition:
\[ E_{P_n}\left[ g(X, \hat{\theta}) \exp\left(\lambda'g(X, \hat{\theta})\right) \right] = 0. \quad \text{(B.7)} \]
Regarding (B.6), we have:

By similar arguments as above, we have:

Thus,

Note that, the first order condition determining \( \hat{\lambda} \) is:

so that the mean-value expansion of (B.6) is:

where \( \lambda \equiv \hat{\lambda}(\theta), \quad \hat{\lambda} \in (0, \hat{\lambda}) \) and \( \hat{\theta} \in (\theta^*, \hat{\theta}) \) and both may vary from row to row. We have:

As a result,

Note that, the first order condition determining \( \lambda \), that is \([15.7]\) with \( \theta \) replacing \( \hat{\theta} \), defines the implicit function \( \hat{\lambda}(\theta) \) with derivative given by

By similar arguments as above, we have:

Thus,

Also, since \( E_{P_n}(g(X, \hat{\theta})) = O_P(n^{1/2}) \), a standard mean-value expansion ensures that \( \hat{\theta} - \theta^* = O_P(n^{-1/2}) \) and \([13.8]\) amounts to:

\[
\sqrt{n}G'\hat{\lambda} = o_P(1).
\]
The expansion of (B.7) around \((0, \theta^*)\) yields:

\[
0 = E_{P_n}(g(X, \theta^*)) + E_{P_n}\left[\left(\frac{\partial g(X, \theta)}{\partial \theta} + g(X, \theta) \lambda \frac{\partial g(X, \theta)}{\partial \theta} \right) \exp\left(\lambda' g(X, \theta)\right)\right] (\hat{\theta} - \theta^*)
\]

\[
+ E_{P_n}\left[g(X, \theta)g(X, \theta') \exp\left(\lambda' g(X, \theta)\right)\right] \lambda,
\]

with \((\lambda, \hat{\theta}) \in (0, \lambda(\theta)) \times (\theta^*, \theta)\) and may differ from row to row. By similar arguments to those previously made, this expression reduces to:

\[
G\sqrt{n}(\hat{\theta} - \theta^*) + \Omega\sqrt{n} \lambda = -\sqrt{n}E_{P_n}(g(X, \theta^*)) + o_P(1).
\] (B.10)

Together, (B.9) and (B.10) yield:

\[
\left(\begin{array}{c}
\Omega' G \\
G' 
\end{array}\right) \sqrt{n} \left(\begin{array}{c}
\hat{\lambda} \\
\hat{\theta} - \theta^* 
\end{array}\right) = \left(\begin{array}{c}
-\sqrt{n}E_{P_n}(g(X, \theta^*)) \\
0
\end{array}\right) + o_P(1)
\] (B.11)

By the standard partitioned inverse matrix formula (see Magnus and Neudecker (1999, p.11)), we have

\[
\left(\begin{array}{c}
\Omega' G \\
G' 
\end{array}\right)^{-1} = \left(\begin{array}{cc}
\Omega^{-1/2} M \Omega^{-1/2} & \Omega^{-1/2} \Omega G \\
\Omega G' \Omega^{-1} & -\Sigma
\end{array}\right),
\] (B.12)

Hence,

\[
\sqrt{n} \left(\begin{array}{c}
\hat{\lambda} \\
\hat{\theta} - \theta^* 
\end{array}\right) = -\left(\begin{array}{c}
\Omega^{-1/2} M \Omega^{-1/2} \\
\Omega G' \Omega^{-1}
\end{array}\right) \frac{1}{\sqrt{n}} \sum_{i=1}^{n} g(X_i, \theta^*) + o_P(1)
\]

and the statement (i) of the theorem follows easily.

To establish (ii), we use the fact that

\[
\sqrt{n} \lambda = -\Omega^{-1/2} M \Omega^{-1/2} \frac{1}{\sqrt{n}} \sum_{i=1}^{n} g(X_i, \theta^*) + o_P(1)
\]

and Equation (B.5). This equation implies that

\[
8n \left(1 - \Delta_{P_n}(\hat{\lambda}, \hat{\theta})\right) = n\lambda' \Omega \lambda + o_P(1) = \frac{1}{\sqrt{n}} \sum_{i=1}^{n} g(X_i, \theta^*)' \Omega^{-1/2} M \Omega^{-1/2} \frac{1}{\sqrt{n}} \sum_{i=1}^{n} g(X_i, \theta^*) + o_P(1)
\]

and the result follows since \(\frac{1}{\sqrt{n}} \sum_{i=1}^{n} \Omega^{-1/2} g(X_i, \theta^*)' M (\frac{1}{\sqrt{n}} \sum_{i=1}^{n} \Omega^{-1/2} g(X_i, \theta^*))\) is asymptotically distributed as a \(\chi^2_m - p\).

\section{Appendix C. Local misspecification}

This section contains the proofs of the main results that appear in Section 4 as well as some useful auxiliary lemmas.

\subsection{C.1. Proofs of the main theorems}

This section provides proofs to the main results in Section 4 of the main text.

\textbf{Proof of Theorem 4.1}. The proof follows similar lines as those of Theorem 3.1(ii) in KOE (2013a). To establish Fisher consistency, let \(P_{\theta, \zeta}\) be a regular sub-model such that for \(t \in \mathbb{R}^p, P_{\theta_n, \zeta_n} \in B_H(P, r/\sqrt{n})\) for \(n\) large enough, with \(\theta_n = \theta^* + t/\sqrt{n}\) and \(\zeta_n = O(n^{-1/2})\). We further assume that \(E_{P_{\theta_n, \zeta_n}}[\sup_{\theta_n \in \Theta} \|g(X, \theta_n)\|] \leq \delta < \infty\) for some \(\delta > 0\). (Note that the particular sub-model used by KOE to derive the lower bound in their Theorem 3.1(i) satisfies this condition.) We have to show that

\[
\sqrt{n}(\hat{T}(P_{\theta_n, \zeta_n}) - \theta^*) \rightarrow t,
\]
as \(n \rightarrow \infty\). From Lemma C.5

\[
\sqrt{n}(\hat{T}(P_{\theta_n, \zeta_n}) - \theta^*) = -\Sigma \Omega^{-1} \sqrt{n}E_{P_{\theta_n, \zeta_n}}[g_n(X, \theta^*)] + o(1).
\]

By a mean-value expansion, we have:

\[
\sqrt{n}E_{P_{\theta_n, \zeta_n}}[g_n(X, \theta^*)] = \sqrt{n}E_{P_{\theta_n, \zeta_n}}[g_n(X, \theta_n)] - E_{P_{\theta_n, \zeta_n}}\left[\frac{\partial g_n(X, \theta)}{\partial \theta'}\right] t,
\]
with \( \hat{\theta} \in (\theta^*, \theta_n) \) and may vary from row to row. Noting that \( E_{P_{n, c_n}}[g(X, \theta_n)] = 0 \), \( E_{P_{n, c_n}}[g_n(X, \theta_n)] = E_{P_{n, c_n}}[g(X, \theta_n)I\{X \notin X_n\}] = o(n^{-1/2}) \) (we refer to Equation A.16 of KOE (2013b) for the proof). Also, thanks to Assumption \( 3 \text{iv} \), and by the continuity of the map \( \theta \to E_P\left[ \frac{\partial g(X, \theta)}{\partial \theta} \right] \) in a neighborhood of \( \theta^* \), we can claim that \( E_{P_{n, c_n}}[g_n(X, \theta_n)] \) converges to \( G \) as \( n \to \infty \). This establishes that \( \bar{T} \) is asymptotically Fisher consistent in the claimed family of sub-models and this is enough to apply Theorem 3.1(i) of KOE (2013a), and deduce that

\[
\liminf_{n \to \infty} L_n \geq 4r^2B^*, \tag{C.1}
\]

where \( L_n = \sup_{Q \in B_H(P_*, r/\sqrt{n})} n \left( \tau \circ \bar{T}(Q_n) - \tau(\theta^*) \right)^2 \).

Now, let \( F = \frac{\partial g(\theta_0)}{\partial \theta} \Sigma G_\theta^{-1} \) and \( Q_n \in B_H(P_*, r/\sqrt{n}) \). By Lemma \( C.3 \text{iv} \), \( \bar{T}(Q_n) \to \theta^* \) as \( n \to \infty \) and using Lemma \( C.5 \) a Taylor expansion of \( \tau(\bar{T}(Q_n)) \) around \( \theta^* \) ensures that:

\[
\sqrt{n} \left( \tau \circ \bar{T}(Q_n) - \tau(\theta^*) \right) = -\sqrt{n}F \int g_n(X, \theta^*)dQ_n + o(1).
\]

From Lemma A.4 of KOE (2013b), we have \( E_{P_*}(g_n(X, \theta^*)) = o(n^{-1/2}) \). Thus,

\[
-\sqrt{n}F \int g_n(X, \theta^*)dQ_n + o(1) = -\sqrt{n}F \int g_n(X, \theta^*)(dQ_n - dP_*) + o(1)
= -\sqrt{n}F \int g_n(X, \theta^*) \left( dQ_n^{1/2} - dP_*^{1/2} \right) dQ_n^{1/2} - \sqrt{n}F \int g_n(X, \theta^*)(dQ_n^{1/2} - dP_*^{1/2}) dP_*^{1/2} + o(1).
\]

By the triangle inequality, we have

\[
n(\tau \circ \bar{T}(Q_n) - \tau(\theta^*))^2 \leq n(A_1 + A_2 + 2A_3) + o(1),
\]

with

\[
A_1 = \left| F \int g_n(x, \theta^*) \left( dQ_n^{1/2} - dP_*^{1/2} \right) dQ_n^{1/2} \right|^2, \quad A_3 = \left| F \int g_n(x, \theta^*) \left( dQ_n^{1/2} - dP_*^{1/2} \right) dP_*^{1/2} \right|^2.
\]

and \( A_3 = \sqrt{A_1 A_2} \). By the Cauchy-Schwarz inequality and then by Lemma A.5(i) of KOE (2013b), we have:

\[
A_1 \leq \left| F \left( \int g_n(x, \theta^*)g_n(x, \theta^*)'dQ_n \right) F' \right| \int \left( dQ_n^{1/2} - dP_*^{1/2} \right)^2 \leq B^*\frac{r^2}{n} + o(n^{-1}).
\]

By the same way, we have \( A_2 \leq B^*\frac{r^2}{n} + o(n^{-1}) \) and we can deduce that \( A_3 \leq B^*\frac{r^2}{n} + o(n^{-1}) \). Therefore,

\[
n(\tau \circ \bar{T}(Q_n) - \tau(\theta^*))^2 \leq 4r^2B^* + o(1), \tag{C.2}
\]

Besides, from Lemma \( C.2 \), \( \bar{T} \) is well-defined on \( B_H(P_*, r/\sqrt{n}) \) and takes value in the compact set \( \Theta \). By continuity of \( \tau \), there exists \( C \) such that

\[
L_n = \sup_{Q \in B_H(P_*, r/\sqrt{n})} n \left( \tau \circ \bar{T}(Q) - \tau(\theta^*) \right)^2 \leq C \cdot n < \infty.
\]

Then, by definition of sup, there exists a sequence \( \bar{Q}_n \) in \( B_H(P_*, r/\sqrt{n}) \) such that

\[
L_n \leq n \left( \tau \circ \bar{T}(\bar{Q}_n) - \tau(\theta^*) \right)^2 + \frac{1}{2n}.
\]

Thus

\[
\limsup_{n \to \infty} L_n \leq \limsup_{n \to \infty} n \left( \tau \circ \bar{T}(\bar{Q}_n) - \tau(\theta^*) \right)^2
\]

and using \( C.2 \), we deduce that \( \limsup_{n \to \infty} L_n \leq 4r^2B^* \). This establishes (20) recalling \( C.1 \). □

**Proof of Theorem 4.2** We proceed in two steps. First, we show that \( \bar{T} \) is regular. Then, applying Theorem 3.2(i) of KOE (2013a), we can claim that, for each \( r > 0 \),

\[
\lim_{b \to \infty} \liminf_{n \to \infty} \sup_{Q \in B_H(P_*, r/\sqrt{n})} \int b \land n(\sigma \circ \bar{T}(P_n) - \sigma(\theta^*))^2 dQ_{\theta^*} \geq (1 + 4r^2)B^*. \tag{C.3}
\]

In a second step, we establish that limit superior is less or equal to \((1 + 4r^2)B^*\).
Consider again the sub-model $P_{\theta_n, \zeta_n}$ as introduced in the proof of Theorem 3.2. We show that:

$$\sqrt{n} (T(P_n) - T(P_{\theta_n, \zeta_n})) \xrightarrow{d} N(0, \Sigma),$$

under $P_{\theta_n, \zeta_n}$. We have

$$\sqrt{n} (T(P_n) - T(P_{\theta_n, \zeta_n})) = \sqrt{n} \left( (T(P_n) - \bar{T}(P_n)) + (\bar{T}(P_n) - \bar{T}(P_{\theta_n, \zeta_n})) + (\bar{T}(P_{\theta_n, \zeta_n}) - T(P_{\theta_n, \zeta_n})) \right).$$

Note that from Lemma 3.7, $\sqrt{n} (\bar{T}(P_n) - T(P_{\theta_n, \zeta_n}))$ converges in distribution to $N(0, \Sigma)$ under $P_{\theta_n, \zeta_n}$. Hence, only need to show that

(a) $\sqrt{n} (\bar{T}(P_{\theta_n, \zeta_n}) - T(P_{\theta_n, \zeta_n})) = o(1)$ and (b) $\sqrt{n} (T(P_n) - \bar{T}(P_n)) = o_P(1)$ under $P_{\theta_n, \zeta_n}$.

To show (a), it is not hard to see, for $n$ large enough, that $T(P_{\theta_n, \zeta_n}) = \theta_n$. Hence,$$
\sqrt{n} (\bar{T}(P_{\theta_n, \zeta_n}) - T(P_{\theta_n, \zeta_n})) = \sqrt{n} (\bar{T}(P_{\theta_n, \zeta_n}) - \theta^* - \sqrt{n}(\theta_n - \theta^*) = \sqrt{n} (\bar{T}(P_{\theta_n, \zeta_n}) - \theta^*) - t = o(1)
$$

by Fisher consistency of $\bar{T}$. To show (b), by similar reasoning as in the proof of Lemma 3.7(i), it suffices to show that $\sqrt{n} (T(P_n) - \bar{T}(P_n)) = o_P(1)$. We first observe that

$$\sqrt{n} (T(P_n) - \bar{T}(P_n)) = \sqrt{n} (T(P_n) - \theta^*) - \sqrt{n} (\bar{T}(P_n) - \theta^*) = O_P(1) + O_P(1) = O_P(1),$$

where the orders of magnitude follow from Theorem 3.3 and Lemma 3.7(i). Let $\epsilon > 0$ and consider $P_\epsilon (\|\sqrt{n} (T(P_n) - \bar{T}(P_n))\| > \epsilon)$ that we show converges to 0 as $n \to \infty$. For this, let $\nu > 0$. By uniform tightness of $\sqrt{n} (T(P_n) - \bar{T}(P_n))$, there exists $\eta > \epsilon$ such that

$$\sup_n P_\epsilon (\|\sqrt{n} (T(P_n) - \bar{T}(P_n))\| > \eta) < \frac{\nu}{2}$$

and we have:

$$P_\epsilon (\|\sqrt{n} (T(P_n) - \bar{T}(P_n))\| \geq \epsilon) \leq P_\epsilon (\|\sqrt{n} (T(P_n) - \bar{T}(P_n))\| \leq \eta) + P_\epsilon (\|\sqrt{n} (T(P_n) - \bar{T}(P_n))\| > \eta) \leq \frac{\nu}{2}.$$

Note that, for all $X$, $\epsilon \{\epsilon \leq \|X\| \leq \eta\} \leq \|X\| \wedge \eta$. Thus,

$$P_\epsilon (\epsilon \leq \|\sqrt{n} (T(P_n) - \bar{T}(P_n))\| \leq \eta) \leq \frac{1}{\epsilon^2} E_P_\epsilon (\|\sqrt{n} (T(P_n) - \bar{T}(P_n))\|^2 \wedge \eta^2).$$

But we know that if $(X_1, \ldots, X_n) \in \mathcal{X}^{\otimes n}_n$, (with the notation $A^{\otimes n} = A \times \cdots \times A$, $n$-fold), $\bar{T}(P_n) = T(P_n)$. So,

$$E_P_\epsilon (\|\sqrt{n} (T(P_n) - \bar{T}(P_n))\|^2 \wedge \eta^2) = \int_{(X_1, \ldots, X_n) \notin \mathcal{X}^{\otimes n}_n} \|\sqrt{n} (T(P_n) - \bar{T}(P_n))\|^2 \wedge \eta^2 dP^{\otimes n}_\epsilon = \eta^2 E_P (\mathbb{I} \{X \notin \mathcal{X}_n\})$$

$$\leq \frac{\eta^2 \sum_{i=1}^n E_P (\mathbb{I} \{X_i \notin \mathcal{X}_n\})}{\eta^2 n^{1-\alpha} E_P (\sup_{\theta \in \mathcal{A}} \|g(X, \theta)\|) \geq m_n)} \leq \frac{\eta^2 m_n^{-\alpha}}{2}.$$

Since $nm_n^{-\alpha} = n^{1-\alpha} \to 0$ as $n \to \infty$, we claim that for $n$ large enough,

$$P_\epsilon (\epsilon \leq \|\sqrt{n} (T(P_n) - \bar{T}(P_n))\| \leq \eta) \leq \frac{\nu}{2},$$

and we conclude that $\sqrt{n} (T(P_n) - \bar{T}(P_n)) = o_P(1)$ and (3.3) holds.

We now show that

$$\lim_{b \to \infty} \lim_{\delta \to \infty} \sup_{n \to \infty} \sup_{Q \in \mathcal{B}_h^{\sqrt{n}}(P_n, \tau, \sqrt{n})} \int b \wedge n (\tau \circ T(P_n) - \tau(\theta^*))^2 dQ^{\otimes n} \leq (1 + 4r^2) B^*.$$  \hspace{1cm} (C.4)

We follow similar lines as in the proof of Theorem 3.2(ii) of KOE (2013a). Using the fact that, for all $b, c, d \geq 0$, $b \wedge (c + d) \leq b \wedge c + b \wedge d$, we have:

$$\lim_{b \to \infty} \sup_{n \to \infty} \sup_{Q \in \mathcal{B}_h^{\sqrt{n}}(P_n, \tau, \sqrt{n})} \int b \wedge n (\tau \circ T(P_n) - \tau(\theta^*))^2 dQ^{\otimes n} = \sup_{n \to \infty} \sup_{Q \in \mathcal{B}_h^{\sqrt{n}}(P_n, \tau, \sqrt{n})} \int b \wedge n (\tau \circ T(P_n) - \tau(\theta^*))^2 dQ^{\otimes n} \leq A_1 + 2A_2 + A_3,$$
with
\[ A_1 = \limsup_{n \to \infty} \sup_{Q \in \mathcal{B}_H^b(P_r, \sqrt{m})} \int b \wedge n \left( \tau \circ T(P_n) - \tau \circ \bar{T}(P_n) \right)^2 dQ^n, \]
\[ A_2 = \limsup_{n \to \infty} \sup_{Q \in \mathcal{B}_H^b(P_r, \sqrt{m})} \int b \wedge n \left| \tau \circ T(P_n) - \tau \circ \bar{T}(P_n) \right| \left| \tau \circ \bar{T}(P_n) - \tau(\theta^*) \right| dQ^n, \]
\[ A_3 = \limsup_{n \to \infty} \sup_{Q \in \mathcal{B}_H^b(P_r, \sqrt{m})} \int b \wedge n \left( \tau \circ \bar{T}(P_n) - \tau(\theta^*) \right)^2 dQ^n. \]
We show that \( A_1 = A_2 = 0 \). As previously mentioned, \( T(P_n) = \bar{T}(P_n) \) if \((X_1, \ldots, X_n) \in \mathcal{X}_r^n \). Thus,
\[ A_1 \leq b \times \limsup_{n \to \infty} \sup_{Q \in \mathcal{B}_H^b(P_r, \sqrt{m})} \int_{(x_1, \ldots, x_n) \notin \mathcal{X}_r^n} dQ^n \leq b \times \limsup_{n \to \infty} \sup_{Q \in \mathcal{B}_H^b(P_r, \sqrt{m})} \sum_{i=1}^{n} Q(X_i \notin X_n) \]
\[ = b \times \limsup_{n \to \infty} \sup_{Q \in \mathcal{B}_H^b(P_r, \sqrt{m})} \frac{n}{Q} \left( \sup_{x \in \bar{X}} \|g(x, \theta)\| \geq m_n \right) \]
\[ \leq b \times \limsup_{n \to \infty} \sup_{Q \in \mathcal{B}_H^b(P_r, \sqrt{m})} nm_n^{-\alpha} \left( \sup_{x \in \Theta} \|g(x, \theta)\|^{\alpha} \right) \leq b \times \delta \times \limsup_{n \to \infty} nm_n^{-\alpha} = 0. \] (C.5)
\( A_2 = 0 \) is shown similarly. Consider \( A_3 \). Note that \( \sup_{Q \in \mathcal{B}_H^b(P_r, \sqrt{m})} \int b \wedge n \left( \tau \circ \bar{T}(P_n) - \tau(\theta^*) \right)^2 dQ^n \leq b < \infty \).
Therefore, there exists \( Q_n \in \mathcal{B}_H^b(P_r, \sqrt{m}) \) such that
\[ \sup_{Q \in \mathcal{B}_H^b(P_r, \sqrt{m})} \int b \wedge n \left( \tau \circ \bar{T}(P_n) - \tau(\theta^*) \right)^2 dQ^n \leq \int b \wedge n \left( \tau \circ \bar{T}(P_n) - \tau(\theta^*) \right)^2 dQ^n + \frac{1}{2n}. \]
Therefore,
\[ A_3 \leq \limsup_{n \to \infty} \int b \wedge n \left( \tau \circ \bar{T}(P_n) - \tau(\theta^*) \right)^2 dQ^n. \]
Note that, thanks to Lemma [C.7], \( \sqrt{n} (\tau \circ \bar{T}(P_n) - \tau \circ \bar{T}(Q_n)) \) converges in distribution towards \( N(0, B^*) \) under \( \bar{Q}_n \). Let \( \int b \wedge n \left( \tau \circ \bar{T}(P_n) - \tau(\theta^*) \right)^2 dQ^n \) be a subsequence of this sequence that converge to the lim sup (we keep the subsequence for simplicity). This has a further subsequence along which \( \sqrt{n} (\tau \circ \bar{T}(Q_n) - \tau(\theta^*)) \) converges towards its lim sup, say \( \tilde{t} \). Thanks to Theorem [4.1], \( \tilde{t} \) is finite. Hence, along this final subsequence, \( \sqrt{n} (\tau \circ \bar{T}(P_n) - \tau(\theta^*)) = \sqrt{n} (\tau \circ \bar{T}(P_n) - \tau \circ \bar{T}(Q_n)) + \sqrt{n} (\tau \circ \bar{T}(Q_n) - \tau(\theta^*)) \) converges in distribution towards \( N(\tilde{t}, B^*) \) under \( \bar{Q}_n \). Let \( Z \sim N(0, B^*) \). We can claim that:
\[ A_3 \leq \int b \wedge (Z + \tilde{t})^2 dN(0, B^*) \leq B^* + \tilde{t}^2 \leq B^* + \limsup_{n \to \infty} n \left( \tau \circ \bar{T}(Q_n) - \tau(\theta^*) \right)^2 \leq B^* + 4r^2 B^*, \]
where the lim sup is taking over the initial sequence and the last inequality follows from Theorem [4.1]. This establishes [C.4] which, along with [C.3] concludes the proof. □

**Proof of Theorem 4.3** The Fisher consistency of \( \bar{T} \) in the family of sub-models \( P_{\theta_n, \zeta_n} \) satisfying \( E_{P_{\theta_n, \zeta_n}} \sup_{\theta \in \Theta} \|g(X, \theta)\|^\alpha \leq \delta < \infty \) for some \( \delta > 0 \) is established by Theorem 4.1 and is sufficient to apply Theorem 3.3(i) of KOE (2013a) with \( S_n = T(P_n) \). Thus, we have:
\[ \lim_{b \to \infty} \lim_{\delta \to 0} \lim_{r \to \infty} \lim_{n \to \infty} \sup_{Q \in \mathcal{B}_H^b(P_r, \sqrt{m})} \int b \wedge \ell(\sqrt{n}(\tau \circ T(P_n) - \tau \circ \bar{T}(Q))) dQ^n \geq \int \ell dN(0, B^*). \] (C.6)
To claim the expected result, it suffices to show that for all \( b, r, \delta > 0 \),
\[ \limsup_{n \to \infty} \sup_{Q \in \mathcal{B}_H^b(P_r, \sqrt{m})} \int b \wedge \ell(\sqrt{n}(\tau \circ T(P_n) - \tau \circ \bar{T}(Q))) dQ^n \leq \int \ell dN(0, B^*). \] (C.7)
We have:
\[ \limsup_{n \to \infty} \sup_{Q \in \mathcal{B}_H^b(P_r, \sqrt{m})} \int b \wedge \ell(\sqrt{n}(\tau \circ T(P_n) - \tau \circ \bar{T}(Q))) dQ^n \]
\[ \leq \limsup_{n \to \infty} \sup_{Q \in \mathcal{B}_H^b(P_r, \sqrt{m})} \int_{(X_1, \ldots, X_n) \notin \mathcal{X}_r^n} b \wedge \ell(\sqrt{n}(\tau \circ T(P_n) - \tau \circ \bar{T}(Q))) dQ^n \]
\[ + \limsup_{n \to \infty} \sup_{Q \in \mathcal{B}_H^b(P_r, \sqrt{m})} \int_{(X_1, \ldots, X_n) \in X_r^n} b \wedge \ell(\sqrt{n}(\tau \circ T(P_n) - \tau \circ \bar{T}(Q))) dQ^n \]
Using similar argument to that in (C.5), the first term is zero. Regarding the second term, we have:

$$\sup_{Q \in \mathcal{B}_H(P_*, r/\sqrt{n})} \int_{(X_1, \ldots, X_n) \in \Lambda^n} b \wedge \ell(\sqrt{n}(\tau \circ \bar{T}(P_n) - \tau \circ \bar{T}(Q))) dQ^n \leq \sup_{Q \in \mathcal{B}_H(P_*, r/\sqrt{n})} \int b \wedge \ell(\sqrt{n}(\tau \circ \bar{T}(P_n) - \tau \circ \bar{T}(Q))) dQ^n.$$ 

Since $0 \leq b \wedge \ell(\sqrt{n}(\tau \circ \bar{T}(P_n) - \tau \circ \bar{T}(Q))) \leq b < \infty$, so is the supremum over $Q \in \mathcal{B}_H(P_*, r/\sqrt{n})$. Thus, similarly to the proof of Theorem 4.2, there exists $\bar{Q}_n \in \mathcal{B}_H(P_*, r/\sqrt{n})$ such that

$$\sup_{Q \in \mathcal{B}_H(P_*, r/\sqrt{n})} \int b \wedge \ell(\sqrt{n}(\tau \circ \bar{T}(P_n) - \tau \circ \bar{T}(Q))) dQ^n \leq \int b \wedge \ell(\sqrt{n}(\tau \circ \bar{T}(P_n) - \tau \circ \bar{T}(Q))) d\bar{Q}_n^n + \frac{1}{2^n}.$$ 

As a result,

$$\limsup_{n \to \infty} \sup_{Q \in \mathcal{B}_H(P_*, r/\sqrt{n})} \int b \wedge \ell(\sqrt{n}(\tau \circ \bar{T}(P_n) - \tau \circ \bar{T}(Q))) dQ^n \leq \limsup_{n \to \infty} \int b \wedge \ell(\sqrt{n}(\tau \circ \bar{T}(P_n) - \tau \circ \bar{T}(Q))) d\bar{Q}_n^n.$$ 

By Lemma (C.4)(ii), $\sqrt{n}(\tau \circ \bar{T}(P_n) - \tau \circ \bar{T}(Q_n))$ converges in distribution under $\bar{Q}_n$ to $N(0, B^*)$. Thus,

$$\limsup_{n \to \infty} \int b \wedge \ell(\sqrt{n}(\tau \circ \bar{T}(P_n) - \tau \circ \bar{T}(Q_n))) d\bar{Q}_n^n = \int b \wedge \ell dN(0, B^*).$$

This establishes (C.7) which, along with (C.6) concludes the proof. \(\square\)

C.2. Auxiliary lemmas and proofs.

**Lemma C.1.** Let $Q \in \mathcal{M}$, $\mathcal{D}_\theta = \{P \in \mathcal{M} : E_P(g(X, \theta)) = 0\}$ with $\theta \in \Theta$ and $P(\theta)$ solution to $\min_{P \in \mathcal{D}_\theta} E_P \left[ \log \left( \frac{dP}{dQ} \right) \right]$. We have

$$\arg \min_{\theta \in \Theta} H(P(\theta), Q) = \arg \max_{\theta \in \Theta} \frac{E_Q[\exp(\lambda(\theta)g(X, \theta)/2)]}{E_Q[\exp(\lambda(\theta)'g(X, \theta))]}^{1/2},$$

with $\lambda(\theta) = \arg \min_{\lambda \in \Lambda} E_Q[\exp(\lambda(\theta)g(X, \theta))]$.

**Proof of Lemma C.1** From Kitamura and Stutzer (1997), the solution $P(\theta)$ to $\min_{P \in \mathcal{D}_\theta} E_P \left[ \log \left( \frac{dP}{dQ} \right) \right]$ has the Gibbs canonical density with respect to $Q$ given by:

$$\frac{dP(\theta)}{dQ} = \frac{\exp(\lambda(\theta)g(X, \theta))}{E_Q[\exp(\lambda(\theta)'g(X, \theta))]}.$$

We can conclude using the fact that:

$$H(P(\theta), Q)^2 = 1 - \int dP(\theta)^{1/2} dQ^{1/2} = 1 - E_Q \left[ \left( \frac{dP(\theta)}{dQ} \right)^{1/2} \right].$$

\(\square\)

**Lemma C.2.** If Assumption \(\square\) holds, then:

(i) For all $Q \in \mathcal{D}_\theta$, $\tilde{T}(Q)$ as given by (18) is well-defined.

(ii) There exists a neighborhood $\mathcal{V}_\theta$ of $\theta^*$ such that for any $r > 0$, large enough and any sequence $Q_n \in \mathcal{B}_H(P_*, \tau/\sqrt{n})$, $\lambda_n : \theta \mapsto \tilde{T}_n(\theta, Q_n)$ is a well-defined and continuous function on $\mathcal{V}_\theta$. Furthermore, $\lambda_n$ is continuously differentiable on int$(\mathcal{V}_\theta)$ and, for any $\theta \in \text{int}(\mathcal{V}_\theta)$,

$$\frac{\partial \lambda_n(\theta)}{\partial \theta'} = -A_n(\theta)^{-1} B_n(\theta),$$

where, letting $a_n(\theta) = \exp(\lambda_n(\theta)'g_n(X, \theta))$,

$$A_n(\theta) = E_{Q_n} \left[ g_n(X, \theta)g_n(X, \theta)'a_n(\theta) \right], \quad B_n(\theta) = E_{Q_n} \left[ (I_n + g_n(X, \theta)\lambda_n(\theta)') \frac{\partial g_n(X, \theta)}{\partial \theta'} a_n(\theta) \right].$$
In addition, for any sequence \((\theta_n)\) converging to \(\theta\) as \(n \to \infty\), we have
\[
\frac{\partial \lambda_n(\theta_n)}{\partial \theta'} = -(E_{Q_n}[g_n(X, \theta^*)g_n(X, \theta^*)'])^{-1}E_{Q_n}\left[\frac{\partial g_n(X, \theta^*)}{\partial \theta'}\right] + o(1)
\]
\[
= -(E_{P_n}[g(X, \theta^*)g(X, \theta^*)'])^{-1}E_{P_n}\left[\frac{\partial g(X, \theta^*)}{\partial \theta'}\right] + o(1).
\] (C.8)

Proof of Lemma C.2 (i) Let \(Q \in M\). The map \(f_n : (\lambda, \theta) \to E_{Q_n}[\exp(\lambda'g_n(X, \theta))]\) is continuous in both its arguments. Since \(\Lambda\) is compact, the Berge’s maximum theorem (see Feinberg, Kasyanov and Zadoianchuk, 2013 and Feinberg, Kasyanov and Voorneveld, 2014) guarantees that \(\theta \to T_1(\theta, Q) = \arg\min_{\lambda \in \Lambda} f_n(\lambda, \theta)\) is upper semi-continuous and compact-valued. Also, since \((\lambda, \theta) \to \Delta_n Q(\lambda, \theta)\) is continuous in both arguments, \(v(\theta) = \max_{\lambda \in T_1(\theta, Q)} \Delta_n Q(\lambda, \theta)\) is upper semi-continuous on \(\Theta\). By the Weierstrass theorem, \(v(\theta)\) takes a maximum value on \(\Theta\) and \(T(Q)\) is therefore well-defined.

(ii) Let
\[
\mathcal{V}_{\theta^*} = \{\theta \in \Theta : \|\theta - \theta^*\| \leq \epsilon/(2K + 1)\}, \quad \text{and} \quad \Lambda_\epsilon = \{\lambda \in \mathbb{R}^m : \|\lambda\| \leq 2\epsilon\},
\]
with \(K = E_{P_n}(\sup_{\theta \in \mathcal{N}} \|\partial g(X, \theta)/\partial \theta'\|), \epsilon > 0\) sufficiently small so that \(\mathcal{V}_{\theta^*} \subset \mathcal{N} \subset \mathcal{N}_\epsilon \subset \subset \mathcal{V}, \delta > 0\) to be defined later and \(\mathcal{N} \subset \mathcal{V}\), compact neighborhoods of \(\theta^*\) and 0, respectively.

Let \(\theta \in \mathcal{V}_{\theta^*}\). We first show that \(f_n : \lambda \to E_{Q_n}[\exp(\lambda'g_n(X, \theta))]\) is strictly convex on the convex set \(\Lambda\) for each \(\theta \in \mathcal{V}_{\theta^*}\). Therefore, \(\arg\min_{\lambda \in \Lambda} f_n(\lambda)\) is unique, \(\lambda_{n, \epsilon}(\theta)\). For this, we observe that the conditions in Assumption 3 ensure that \(f_n\) is twice differentiable with
\[
\frac{\partial^2 f_n(\lambda)}{\partial \lambda \partial \lambda'} = E_{Q_n}[g_n(X, \theta)g_n(X, \theta)'\exp(\lambda'g_n(X, \theta))] .
\]
Under Assumption 3 vii),
\[
\frac{\partial^2 f_n(\lambda)}{\partial \lambda \partial \lambda'} = E_{P_n}[g(X, \theta)g(X, \theta)'\exp(\lambda'g(X, \theta))] + o(1)
\]
where the neglected term is uniform over \(\mathcal{V}_{\theta^*} \times \Lambda_\epsilon\). Note that \(E_{P_n}[g(X, \theta)g(X, \theta)'\exp(\lambda'g(X, \theta))]\) is singular if and only if \(E_{P_n}[\exp(\lambda'g(X, \theta)])\) is so. By Assumption 3 vii), this latter is nonsingular over \(\Theta\). Thus, for all \((\lambda, \theta) \in \mathcal{N} \times \mathcal{V}\), the determinant of \(E_{P_n}[g(X, \theta)g(X, \theta)'\exp(\lambda'g(X, \theta))]\) is strictly positive. By continuity of eigenvalues function and compactness of \(\mathcal{N} \times \mathcal{V}\), the smallest eigenvalue of this matrix is bounded from below by \(2\delta\) for some \(\delta > 0\). Therefore, for \(n\) large enough, the smallest eigenvalue of \(\frac{\partial^2 f_n(\lambda)}{\partial \lambda \partial \lambda'}\) is bounded from below by \(\delta\).

Next, we show that \(\lambda_{n, \epsilon}(\theta)\) is interior to \(\Lambda_\epsilon\). In this case, since \(f_n\) is convex on \(\Lambda\), \(\lambda_{n, \epsilon}(\theta)\) is also unique global minimum, hence equal to \(\lambda_{1}(\theta)\) which is therefore well-defined on \(\mathcal{V}_{\theta^*}\) and Berge’s maximum theorem ensures that this function is continuous.

By the definition of minimum and a second order mean value expansion of \(f_n\) at \(\lambda_{n, \epsilon}(\theta)\) around 0, we obtain
\[
\frac{1}{2} \lambda_{n, \epsilon}(\theta)' E_{Q_n}\left[g_n(X, \theta)g_n(X, \theta)'\exp(\lambda'g_n(X, \theta))\right] \lambda_{n, \epsilon}(\theta) \leq -E_{Q_n}\left[g_n(X, \theta)\right] \lambda_{n, \epsilon}(\theta),
\]
with \(\hat{\lambda} \in (0, \lambda_{n, \epsilon}(\theta))\). From the previous lines, \(E_{Q_n}\left[g_n(X, \theta)g_n(X, \theta)'\exp(\lambda'g_n(X, \theta))\right]\) has its smallest eigenvalue bounded away from 0 by \(\delta\) for \(n\) large enough. So, this inequality implies that,
\[
\delta\|\lambda_{n, \epsilon}(\theta)\|^2 \leq \|E_{Q_n}(g_n(X, \theta))\|\|\lambda_{n, \epsilon}(\theta)\|.
\]
Hence,
\[
\delta\|\lambda_{n, \epsilon}(\theta)\| \leq \sup_{\theta \in \Theta} \|E_{Q_n}(g_n(X, \theta)) - E_{P_n}(g(X, \theta))\| + \|E_{P_n}(g(X, \theta))\| \equiv (1) + (2).
\]
From the proof of Lemma A.1(ii) of KOE (2013b), (1) converges to 0 as \(n\) grows and hence, is less than \(\epsilon/2\) for \(n\) large enough. By a mean value expansion and with \(\hat{\theta} \in (\theta^*, \theta)\) that may vary with rows, we have
\[
\|E_{P_n}(g(X, \theta))\| = \|E_{P_n}(g(X, \theta^*)) + E_{P_n}\left(\frac{\partial g(X, \theta)}{\partial \theta'}\right)(\theta - \theta^*)\| \leq E_{P_n}\left(\sup_{\theta \in \mathcal{N}} \left\|\frac{\partial g(X, \hat{\theta})}{\partial \theta'}\right\|\right)\|\theta - \theta^*\|
\]
and \((2) \leq K\delta\epsilon/(2K + 1)\). Also, for \(n\) large enough, \((1) \leq \delta\epsilon/2\). Thus, \(\|\lambda_{n, \epsilon}(\theta)\| \leq \epsilon < 2\epsilon\), showing that \(\lambda_{n, \epsilon}(\theta)\) is interior to \(\Lambda_\epsilon\).
We now establish the differentiability of \( \theta \mapsto \lambda_n(\theta) \) by relying on a global implicit function theorem. Since \( \lambda_n(\theta) \) is interior minimum, it solves the first order condition

\[
F_n(\lambda, \theta) \equiv E_{Q_n}[g_n(X, \theta) \exp(\lambda'g_n(X, \theta))] = 0.
\]  
(C.9)

Note that \( (\lambda, \theta) \mapsto F_n(\lambda,\theta) \) is continuously differentiable in both its arguments on \( \Lambda \times \mathcal{V}_\theta \), and all the other conditions of the global implicit function theorem of Sandberg (1981, Corollary 1) are fulfilled (in particular, for every \( \theta \in \mathcal{V}_\theta \), \( C.9 \) has a unique solution in \( \Lambda \) and second derivatives in the direction of \( \lambda \) are nonsingular) and we can conclude that the implicit function \( \lambda_n(\theta) \) determined by \( C.9 \) is continuously differentiable on \( int(\mathcal{V}_\theta) \) with derivative’s expression given by the lemma.

Let us now consider \( (\theta_n)_n \), a sequence of elements of \( \Theta \) converging to \( \theta^* \) as \( n \to \infty \). For \( n \) large enough, \( \theta \) belongs to \( int(\mathcal{V}_\theta) \) and by a mean value expansion,

\[
\lambda_n(\theta_n) - \lambda_n(\theta^*) = \frac{\partial \lambda_n(\hat{\theta})}{\partial \theta'}(\theta_n - \theta^*),
\]

with \( \hat{\theta} \in (\theta_n, \theta^*) \) and may differ by row. It is not hard to see that \( \left\| \frac{\partial \lambda_n(\hat{\theta})}{\partial \theta'} \right\| \) is bounded. From Lemma [C.4] for \( n \) large enough, \( \lambda_n(\theta^*) = \tilde{T}_1(\theta^*, Q_n) \to 0 \) as \( n \to \infty \). Thus, \( \lambda_n(\theta_n) \to 0 \), as \( n \to \infty \). Also

\[
A_n(\theta_n) = E_{P_n}[g(X, \theta_n)g(X, \theta_n)' \exp(\lambda_n(\theta_n)g(X, \theta_n))] + o(1)
\]

and by the Lebesgue dominated convergence theorem, \( A_n(\theta_n) = E_{P_n}[g(X, \theta^*)g(X, \theta^*)'] + o(1) \). Although a bit more tedious, one obtains along similar lines that \( B_n(\theta_n) = E_{P_n}(\frac{\partial g(X, \theta^*)}{\partial \theta'}) + o(1) \). \( \square 

Lemma C.3. If Assumption [3] holds, then, for each \( r > 0 \) and any sequence \( Q_n \in B_H(P_n, r/\sqrt{n}) \),

(i) \( \Delta_{n, Q_n}(\tilde{T}_1(\tilde{T}_Q_n, Q_n), \tilde{T}_Q_n) = 1 + O(n^{-1}) \),

(ii) \( \tilde{T}_1(\tilde{T}_Q_n, Q_n) = O(n^{-1/2}) \),

(iii) \( E_{Q_n}(g_n(X, \tilde{T}_Q_n)) = O(n^{-1/2}) \),

(iv) \( \tilde{T}_Q_n \to \theta^* \) as \( n \to \infty \).

Proof of Lemma [C.3]: (i) By the definition of \( \tilde{T}_{Q_n} \), and concavity of \( x \mapsto \sqrt{x} \), we have

\[
\Delta_{n, Q_n}(\tilde{T}_1(\theta^*, Q_n), \theta^*) \leq \Delta_{n, Q_n}(\tilde{T}_1(\tilde{T}_{Q_n}, Q_n), \tilde{T}_{Q_n}) \leq 1
\]

and by Lemma [C.4] we deduce that \( \Delta_{n, Q_n}(\tilde{T}_1(\tilde{T}_{Q_n}, Q_n), \tilde{T}_{Q_n}) = 1 + O(n^{-1}) \).

(ii) Since \( E_{P_n}[\exp(\lambda'g(X, \theta))] \) is continuous on \( \Lambda \times \Theta \), it has a minimum, hence \( E_{P_n}[\exp(\lambda'g(X, \theta))] \) is bounded away from 0 on \( \Lambda \times \Theta \). This is enough, using Assumption [3(vii)], to claim that the ratio \( \Delta_{n, Q_n}(\lambda, \theta) \) converges to \( \Delta_{P_n}(\lambda, \theta) \) uniformly on \( \Lambda \times \Theta \). Also, thanks to (i), the conditions of Lemma [3.3] are satisfied and we can claim that \( \tilde{\lambda}_n \equiv \tilde{T}_1(\tilde{T}_Q_n, Q_n) \to 0 \) as \( n \to \infty \).

By a second-order Taylor expansion of \( \lambda \mapsto \Delta_{n, Q_n}(\lambda, \tilde{T}_{Q_n}) \) at \( \tilde{\lambda}_n \) around 0, we have:

\[
\Delta_{n, Q_n}(\tilde{\lambda}_n, \hat{\theta}) = \Delta_{n, Q_n}(0, \hat{\theta}) + \frac{\partial \Delta_{n, Q_n}(0, \hat{\theta})}{\partial \lambda'} \hat{\lambda}_n + \frac{1}{2} \frac{\partial^2 \Delta_{n, Q_n}(\lambda, \hat{\theta})}{\partial \lambda \partial \lambda'} \hat{\lambda}_n
\]  
(C.10)

with \( \hat{\theta} \equiv \tilde{T}_{Q_n} \) and \( \hat{\lambda} \equiv (0, \tilde{\lambda}_n) \). The first and second partial derivatives of \( \Delta_{n, Q_n}(\lambda, \theta) \) are given in the proof of Lemma [C.4]. Let us admit for now that:

\[
N_{1,n}(\tilde{\lambda}, \hat{\theta}) = E_{P_n}(g(X, \hat{\theta})) + o(1), \quad N_{2,n}(\tilde{\lambda}, \hat{\theta}) = E_{P_n}(g(X, \hat{\theta})g(X, \hat{\theta}')) + o(1), \quad D_n(\tilde{\lambda}, \hat{\theta}) = 1 + o(1),
\]  
(C.11)

for all sequence \( \tilde{\lambda} \to 0 \). Then,

\[
\frac{\partial^2 \Delta_{n, Q_n}(\tilde{\lambda}, \hat{\theta})}{\partial \lambda \partial \lambda'} = -\frac{1}{4} Var_{P_n}(g(X, \hat{\theta})) + o(1).
\]

Hence, \( C.10 \) becomes

\[
-\frac{1}{8} \lambda_n' Var_{P_n}(g(X, \hat{\theta})) \lambda_n + o(\|\tilde{\lambda}_n\|^2) + 1 = 1 + O(n^{-1}).
\]

Or, equivalently,

\[
\lambda_n' Var_{P_n}(g(X, \hat{\theta})) \lambda_n + o(\|\tilde{\lambda}_n\|^2) = O(n^{-1}).
\]

Thanks to Assumption [3(v)], this implies that \( \|\tilde{\lambda}_n\|^2 + o(1) = O(n^{-1}) \), and in particular that \( \tilde{\lambda}_n = O(n^{-1/2}) \).
To complete the proof, we establish (C.11). Note that
\[ D_n(\hat{\lambda}, \hat{\theta}) = \left( E_{Q_n} [\exp(\hat{\lambda}'g(X, \hat{\theta}))] - E_{P_n} [\exp(\hat{\lambda}'g(X, \hat{\theta}))] \right) + E_{P_n} [\exp(\hat{\lambda}'g(X, \hat{\theta}))]. \]
The term in the brackets converges to 0 and, by the dominance condition in Assumption \( \text{[3] vii} \), \( \lim \) and \( E_{P_n} \) can interchange and the fact that \( g(X, \hat{\theta}) = O_{P_n}(1) \) implies that \( \lim_n E_{P_n} [\exp(\hat{\lambda}'g(X, \hat{\theta}))] = 1. \)

Similarly,
\[ \Delta_1(n) = P_n [g(X, \hat{\theta})g(X, \hat{\theta})'] + E_{P_n} \left[ g(X, \hat{\theta})g(X, \hat{\theta})' \left( \exp(\hat{\lambda}'g(X, \hat{\theta})) - 1 \right) \right] + o(1). \]
We have \( \left\| g(X, \hat{\theta})g(X, \hat{\theta})' \left( \exp(\hat{\lambda}'g(X, \hat{\theta})) - 1 \right) \right\| \leq Z \), with
\[ Z = \sup_{\theta \in \mathcal{N}} \left\| g(X, \theta) \right\|^2 \left( \sup_{(\lambda, \theta) \in \mathcal{V} \times \mathcal{N}} \exp(\lambda'g(X, \theta) + 1) \right), \]
where \( \mathcal{V} \) is a small neighborhood of 0 contained in \( \mathcal{V} \).

By the Hölder inequality,
\[ E_{P_n}(Z) \leq \left( E_{P_n} \sup_{\theta \in \mathcal{N}} \left\| g(X, \theta) \right\|^\alpha \right)^{2/\alpha} \left( E_{P_n} \left[ \sup_{(\lambda, \theta) \in \mathcal{V} \times \mathcal{N}} \exp(\lambda'g(X, \theta)) + 1 \right] \right)^{\alpha/(\alpha - 2)} \]
By the \( c_r \)-inequality,
\[ E_{P_n} \left( \sup_{(\lambda, \theta) \in \mathcal{V} \times \mathcal{N}} \exp(\lambda'g(X, \theta)) + 1 \right)^{\alpha/(\alpha - 2)} \leq 2^{2/(\alpha - 2)} E_{P_n} \left( \sup_{(\lambda, \theta) \in \mathcal{V} \times \mathcal{N}} \exp(\frac{\alpha}{\alpha - 2} \lambda'g(X, \theta)) + 1 \right) \]
showing that \( E_{P_n}(Z) < \infty \). Therefore, we pass lim through \( E_{P_n} \) and claim the result. Conclusion for \( N_{1,n}(\hat{\lambda}, \hat{\theta}) \) is reached similarly. This completes (ii).

(iii) This is obtained along the same lines as Step 3 in the proof of Lemma \( \text{[3.2]} \) with \( g_n, Q_n, \bar{\lambda}_n \) and \( \bar{T}_{Q_n} \) replacing \( g, P_n, \bar{\lambda}(\hat{\theta}) \) and \( \hat{\theta} \), respectively.

(iv) Along the same lines as KOE's (2013b) proof of their Lemma A.1(ii), we can show that:
\[ \sup_{\theta \in \mathcal{V}} \left\{ E_{Q_n}(g_n(X, \theta)) - E_{P_n}(g(X, \theta)) \right\} \to 0, \]
as \( n \to \infty \). Also, from (iii) of the lemma, we have \( E_{Q_n}(g_n(X, \bar{T}_{Q_n})) = O(n^{-1/2}) \). Thus
\[ |E_{P_n}(g(X, \bar{T}_{Q_n}))| \leq |E_{P_n}(g(X, \bar{T}_{Q_n})) - E_{Q_n}(g_n(X, \bar{T}_{Q_n}))| + |E_{Q_n}(g_n(X, \bar{T}_{Q_n}))|, \]
implies that \( E_{P_n}(g(X, \bar{T}_{Q_n})) \to 0 \) as \( n \to \infty \). Since \( \theta \to E_{P_n}(g(X, \theta)) \) is continuous and \( \Theta \) is compact, the identification condition in Assumption \( \text{[3]} \)(ii) allows us to conclude that \( \bar{T}_{Q_n} \to \theta^* \) as \( n \to \infty \).

**Lemma C.4.** If Assumption \( \text{[3]} \) holds, then, for each \( r > 0 \) and any sequence \( Q_n \in B_H(P_\ast, r/\sqrt{n}) \),

(i) \( \bar{T}_1(\theta^*, Q_n) = O(n^{-1/2}) \),
(ii) \( \Delta_{n,Q_n}(\bar{T}_1(\theta^*, Q_n), \theta^*) = 1 + O(n^{-1}) \).

**Proof of Lemma C.4.** (i) The map \( f_n : \lambda \mapsto -E_{Q_n}[\exp(\lambda'g_n(X, \theta^*))] \) is continuous on \( \Lambda_n \), so it has at least one maximum \( \bar{T}_1(\theta^*, Q_n) \). Let \( \Lambda_n = \{ \lambda \in \mathbb{R}^m : ||\lambda|| \leq c/m^{1+\varsigma} \} \) with \( c > 0 \) and \( 0 < \varsigma < -1 + 1/2a \) so that \( \sqrt{n}/m^{1+\varsigma} \to \infty \) as \( n \to \infty \). Let \( \bar{T}_1(\theta^*, Q_n) = \arg \max_{\lambda \in \Lambda_n} f_n(\lambda) \). Under Assumption \( \text{[3]} \), \( f_n \) is twice differentiable and
\[ \frac{\partial^2 f_n}{\partial \lambda \partial \lambda'}(\lambda) = -E_{Q_n}(g_n(X, \theta^*)g_n(X, \theta^*)') \exp(\lambda'g_n(X, \theta^*)). \]
From Lemma \( \text{[C.6]} \),
\[ \frac{\partial^2 f_n}{\partial \lambda \partial \lambda'}(\lambda) = -E_{P_n}(g(X, \theta^*)g(X, \theta^*)) + o(1) \]
as \( n \to \infty \). Therefore, \( f_n \) is strictly concave on \( \Lambda_n \) and thus has a unique maximum for \( n \) large enough. Let \( \bar{\lambda}_n = \bar{T}_1(\theta^*, Q_n) \). By a second-order mean-value expansion of \( f_n(\bar{\lambda}_n) \) around 0, we have:
\[ f_n(\bar{\lambda}_n) = -1 - E_{Q_n}[g_n(X, \theta^*)']\bar{\lambda}_n - \frac{1}{2} \bar{\lambda}_n' E_{Q_n} \left( g_n(X, \theta^*)g_n(X, \theta^*)' \exp(\lambda'g_n(X, \theta^*)) \right) \bar{\lambda}_n, \]
with $\hat{\lambda} \in (0, \hat{\lambda}_n)$. By definition, $f_n(\hat{\lambda}_n) \geq -1$, hence:

$$\frac{1}{2} \hat{\lambda}_n E_{Q_n} \left( (g_n(X, \theta^*) g_n(X, \theta^*)') \exp(\hat{\lambda}_n g_n(X, \theta^*)) \right) \hat{\lambda}_n \leq E_{Q_n} [g_n(X, \theta^*)'] \hat{\lambda}_n.$$

Using once again Lemma 6 and the fact that $\text{Var}_P_n (g(X, \theta^*))$ is nonsingular, we can write

$$C \| \hat{\lambda}_n \|^2 + o(\| \hat{\lambda}_n \|^2) \leq \| \hat{\lambda}_n \| E_{Q_n} [g_n(X, \theta^*)],$$

for some $C > 0$. Along similar lines as in the proof of Lemma A.4(i) of KOE (2013b), we can readily show that $E_{Q_n} [g_n(X, \theta^*)] = O(n^{-1/2})$. Thus, $\hat{\lambda}_n = O(n^{-1/2})$. As a result, we can claim that $\hat{\lambda}_n$ is an interior maximum of $f_n(\lambda)$ over $\Lambda_n$ and so, is the global maximum over $\Lambda$. Thus $T^*_1(\theta^*, Q_n) = \hat{\lambda}_n = O(n^{-1/2})$. This establishes (i).

(ii) $\lambda \rightarrow \Delta_{n, Q_n} (\lambda, \theta^*)$ is also differentiable up to order 2 with second-order mean-value expansion at $T^*_1(\theta^*, Q_n) = \hat{\lambda}_n$ around 0 given by

$$\Delta_{n, Q_n} (\hat{\lambda}_n, \theta^*) = 1 + \frac{\partial \Delta_{n, Q_n}}{\partial \lambda} (0, \theta^*) \hat{\lambda}_n + \frac{1}{2} \frac{\partial^2 \Delta_{n, Q_n}}{\partial \lambda \partial \lambda'} (\hat{\lambda}_n, \theta^*) \hat{\lambda}_n,$$

with $\hat{\lambda} \in (0, \hat{\lambda}_n)$. Note that

$$\frac{\partial \Delta_{n, Q_n}}{\partial \lambda} (\lambda, \theta) = \frac{1}{2} \begin{pmatrix} N_{1, n}(\lambda/2, \theta) & N_{1, n}(\lambda, \theta) D_n(\lambda/2, \theta) \\ D_n(\lambda, \theta)^{1/2} & D_n(\lambda, \theta)^{3/2} \end{pmatrix},$$

and

$$\frac{\partial^2 \Delta_{n, Q_n}}{\partial \lambda \partial \lambda'} (\lambda, \theta) = \frac{1}{4} \begin{pmatrix} N_{2, n}(\lambda/2, \theta) & N_{2, n}(\lambda, \theta) D_n(\lambda/2, \theta) \\ D_n(\lambda, \theta)^{1/2} & D_n(\lambda, \theta)^{3/2} \end{pmatrix} - \frac{1}{4} \begin{pmatrix} N_{1, n}(\lambda/2, \theta) N_{1, n}(\lambda, \theta) \\ D_n(\lambda, \theta)^{3/2} \end{pmatrix},$$

with $N_{1, n}(\lambda, \theta) = E_{Q_n} [g_n(X, \theta) \exp(\lambda g_n(X, \theta))]$, $N_{2, n}(\lambda, \theta) = E_{Q_n} [g_n(X, \theta) g_n(X, \theta)' \exp(\lambda g_n(X, \theta))]$, and $D_n(\lambda, \theta) = E_{Q_n} [\exp(\lambda g_n(X, \theta))]$.

Clearly, $\frac{\partial \Delta_{n, Q_n}}{\partial \lambda}(0, \theta) = 0$ and, from Lemma 6,

$$N_{1, n}(\hat{\lambda}, \theta^*) = E_{P_n} (g(X, \theta^*)) + o(1), \quad N_{2, n}(\hat{\lambda}, \theta^*) = E_{P_n} (g(X, \theta^*) g(X, \theta^*)') + o(1) \quad \text{and} \quad D_{n}(\hat{\lambda}, \theta^*) = 1 + o(1),$$

as $N_{1, n}(\hat{\lambda}, \theta^*)$, $N_{2, n}(\hat{\lambda}, \theta^*)$ and $D_{n}(\hat{\lambda}, \theta^*)$ are all differentiable at $\hat{\lambda}_n$. Hence,

$$\frac{\partial^2 \Delta_{n, Q_n}}{\partial \lambda \partial \lambda'} (\hat{\lambda}, \theta^*) = -\frac{1}{4} \text{Var}_P_n (g(X, \theta^*)) + o(1).$$

as a result, using (i), we can claim that (ii) holds. \(\square\)

Lemma C.5. If Assumption 5 holds, then: for each $r > 0$ and any sequence $Q_n \in B_H(P_n, r/\sqrt{n})$,

$$\sqrt{n} (\hat{T}_{n, Q_n} - \theta^*) = -\Sigma G' \Omega^{-1} \sqrt{n} E_{Q_n} (g_n(X, \theta^*)) + o(1).$$

(C.12)

Proof of Lemma C.5. Let $\hat{\theta}_n \equiv \hat{T}_{Q_n}$, $\lambda_n(\theta) \equiv \hat{T}_1(\theta, Q_n)$ and $\hat{\lambda}_n = \lambda_n(\hat{\theta}_n)$. Since $\hat{\theta}_n \rightarrow \theta^*$, Lemma C.2(ii) ensures that $\lambda_n(\theta)$ is differentiable at $\hat{\theta}_n$ for $n$ large enough. Also, $\theta \rightarrow E_{Q_n} [\exp(\lambda(\theta)' g_n(X, \theta)/2)]$ and $\theta \rightarrow E_{Q_n} [\exp(\lambda(\theta)' g_n(X, \theta))$ are both differentiable at $\hat{\theta}_n$. As an interior optimum, $\hat{\theta}_n$ satisfies the first order optimality condition

$$\frac{d}{d\theta} \Delta_{n, Q_n} (\lambda_n(\theta), \theta) \bigg|_{\theta = \hat{\theta}_n} = 0,$$

that is

$$\frac{N_{1, n}(\hat{\lambda}_n, \hat{\theta}_n)}{D_{1, n}(\hat{\lambda}_n, \hat{\theta}_n)} - \frac{N_{2, n}(\hat{\lambda}_n, \hat{\theta}_n)}{D_{2, n}(\hat{\lambda}_n, \hat{\theta}_n)} = 0,$$

(C.13)

with $N_{j, n}(\lambda, \theta)$, $D_{j, n}(\lambda, \theta)$ ($j = 1, 2$) defined similarly to $N_j(\lambda, \theta)$, $D_j(\lambda, \theta)$ in (B.6) with $\hat{\lambda}(\theta)$, $P_n$ and $g$ replaced by $\lambda_n(\theta)$, $Q_n$ and $g_n$, respectively.

Also, since $\hat{\lambda}_n$ converges to 0, it is also an interior solution for $n$ large enough and therefore solves the first order optimality condition

$$E_{Q_n} \left[ g_n(X, \hat{\theta}_n) \exp \left( \hat{\lambda}_n g_n(X, \hat{\theta}_n) \right) \right] = 0.$$

We proceed to a mean value expansion of (C.13) and (C.14) around $(0, \theta^*)$. 
Note that \( N_{2n}(0, \theta^*) = N_{1n}(0, \theta^*) + o(1/\sqrt{n}) \) and \( D_{2n}(\hat{\lambda}_n, \hat{\theta}_n) = 1 + o(1) \). Hence, a mean value expansion of (C.13) around \((0, \theta^*)\) yields

\[
o(n^{-1/2}) = \frac{\partial}{\partial \theta'} \left( \frac{N_{1n}(\lambda, \theta)}{D_{1n}(\lambda, \theta_n)} - \frac{N_{2n}(\lambda, \theta)}{D_{2n}(\lambda, \theta_n)} \right) \bigg|_{(\hat{\lambda}_n, \hat{\theta}_n)} (\theta_n - \theta^*) + \frac{\partial}{\partial \lambda} \left( \frac{N_{1n}(\lambda, \theta)}{D_{1n}(\lambda, \theta_n)} - \frac{N_{2n}(\lambda, \theta)}{D_{2n}(\lambda, \theta_n)} \right) \bigg|_{(\hat{\lambda}_n, \hat{\theta}_n)} \hat{\lambda}_n,
\]

with \((\hat{\lambda}, \hat{\theta}) \in (0, \hat{\lambda}_n) \times (\theta^*, \hat{\theta}_n)\) and may differ from row to row. The expressions of

\[
\frac{\partial N_{jn}}{\partial \theta'}(\hat{\lambda}, \hat{\theta}) = \frac{1}{2} \frac{d \lambda_n(\hat{\theta}_n)'}{d \theta} E_{Q_n} \left( \frac{\partial g_n(X, \theta)'}{\partial \theta'} \right) + o(1),
\]

\[
\frac{\partial N_{1n}}{\partial \lambda'}(\hat{\lambda}, \hat{\theta}) = \frac{1}{2} E_{Q_n} \left( \frac{\partial g_n(X, \hat{\theta})'}{\partial \theta} \right) + \frac{1}{4} \frac{d \lambda_n(\hat{\theta}_n)'}{d \theta} E_{Q_n} \left( g_n(X, \hat{\theta}) g_n(X, \hat{\theta})' \right) + o(1),
\]

and

\[
\frac{\partial N_{2n}}{\partial \lambda'}(\hat{\lambda}, \hat{\theta}) = \frac{1}{2} E_{Q_n} \left( \frac{\partial g_n(X, \hat{\theta})'}{\partial \theta} \right) + \frac{1}{2} \frac{d \lambda_n(\hat{\theta}_n)'}{d \theta} E_{Q_n} \left( g_n(X, \hat{\theta}) g_n(X, \hat{\theta})' \right) + o(1).
\]

As a result,

\[
\frac{\partial}{\partial \theta'} \left( \frac{N_{1n}(\lambda, \theta)}{D_{1n}(\lambda, \theta_n)} - \frac{N_{2n}(\lambda, \theta)}{D_{2n}(\lambda, \theta_n)} \right) \bigg|_{(\hat{\lambda}, \hat{\theta})} = o(1)
\]

and

\[
\frac{\partial}{\partial \lambda'} \left( \frac{N_{1n}(\lambda, \theta)}{D_{1n}(\lambda, \theta_n)} - \frac{N_{2n}(\lambda, \theta)}{D_{2n}(\lambda, \theta_n)} \right) \bigg|_{(\hat{\lambda}, \hat{\theta})} = - \frac{1}{4} \frac{d \lambda_n(\hat{\theta}_n)'}{d \theta} E_{Q_n} \left( g_n(X, \hat{\theta}) g_n(X, \hat{\theta})' \right) + o(1).
\]

Also, from Lemma (C.2(ii)),

\[
\frac{d \lambda_n(\hat{\theta}_n)}{d \theta'} = - \left( E_{Q_n} \left( g_n(X, \hat{\theta}) g_n(X, \hat{\theta})' \right) \right)^{-1} E_{Q_n} \left( \frac{\partial g_n(X, \hat{\theta})}{\partial \theta'} \right) + o(1).
\]

The expansion in (C.15) becomes:

\[
G'\sqrt{n} \lambda_n = o(\|\sqrt{n} \lambda_n\|) + o(\sqrt{n}\|\hat{\theta}_n - \theta^*\|).
\]

A mean value expansion of (C.13) around \((0, \theta^*)\) yields

\[
0 = E_{Q_n} \left( g_n(X, \theta^*) \right) + E_{Q_n} \left( \left( I_n + g_n(X, \hat{\theta})' \right) \frac{\partial g_n(X, \hat{\theta})}{\partial \theta'} \exp \left( \lambda' g_n(X, \hat{\theta}) \right) \right) (\theta_n - \theta^*)
\]

\[
+ E_{Q_n} \left( g_n(X, \hat{\theta}) g_n(X, \hat{\theta})' \exp \left( \lambda' g_n(X, \hat{\theta}) \right) \right) \lambda_n,
\]

with \((\hat{\lambda}, \hat{\theta}) \in (0, \lambda_n) \times (\theta^*, \hat{\theta}_n)\) and may differ from row to row. By similar arguments as above, we get:

\[
G\sqrt{n}(\hat{\theta}_n - \theta^*) + \Omega\sqrt{n} \lambda_n = - \sqrt{n} E_{Q_n} \left( g_n(X, \theta^*) \right) + o(\|\sqrt{n} \lambda_n\|) + o(\|\sqrt{n}(\hat{\theta}_n - \theta^*)\|).
\]

Using (C.16) and (C.17) and solving for \((\hat{\theta}_n - \theta^*, \lambda_n)\), we get

\[
\sqrt{n}(\hat{\theta}_n - \theta^*) + o(\|\sqrt{n}(\hat{\theta}_n - \theta^*)\|) = - \sqrt{n} \Sigma G'\Omega^{-1} E_{Q_n} \left( g_n(X, \theta^*) \right) + o(\|\sqrt{n} \lambda_n\|)
\]

which is sufficient to deduce the result. □
Lemma C.6. Let \( h(x, \theta) \) be a function measurable on \( X \) for each \( \theta \in \Theta \) and taking value in \( \mathbb{R}^f \). Let \( X_n = \{ x \in X : \sup_{\theta \in \Theta} \| g(x, \theta) \| \leq m_n \} \) with \((m_n)\) a sequence of scalars satisfying \( m_n \to 0 \) as \( n \to \infty \) and define \( h_n(x, \theta) = h(x, \theta)|_{x \in X_n} \). For some \( c, \zeta > 0 \), let \( \Lambda_n = \{ \lambda \in \mathbb{R}^m : \| \lambda \| \leq c/m^{1+\zeta} \} \) and let \( N \) be a subset of \( \Theta \). Let \( r > 0 \). If,
\[
\sup_{\theta \in N, x \in X_n} \| h(x, \theta) \| = o(n), \quad E_{P_\ast} \left( \sup_{\theta \in N} \| h(x, \theta) \| \right) < \infty, \quad \text{and} \quad E_{P_\ast} \left( \sup_{\theta \in N} \| g(x, \theta) \| \right) < \infty, \text{then, uniformly over } Q_n \in B_H(P_\ast, r/\sqrt{m}),
\]
\[
\sup_{\lambda \in \Lambda_n, \theta \in N} \left\| E_{Q_n} [h_n(X, \theta) \exp(\lambda g_n(X, \theta))] - E_{P_\ast} (h(X, \theta)) \right\| = o(1)
\]
and
\[
\sup_{\lambda \in \Lambda_n, \theta \in N} \left\| E_{Q_n} [\exp(\lambda g_n(X, \theta))] - 1 \right\| = o(1).
\]

**Proof of Lemma C.6:** We have:
\[
\| E_{Q_n} [h_n(X, \theta) \exp(\lambda g_n(X, \theta))] - E_{P_\ast} (h(X, \theta)) \| \leq \| E_{Q_n} [h_n(X, \theta) \exp(\lambda g_n(X, \theta))] - E_{P_\ast} (h_n(X, \theta)) \| + \| E_{P_\ast} (h_n(X, \theta)) - E_{P_\ast} (h(X, \theta)) \| = (1) + (2).
\]

Also, \((1) \leq (1.1) + (1.2)\) with
\[
(1.1) = \| E_{Q_n} [h_n(X, \theta) \exp(\lambda g_n(X, \theta))] - E_{P_\ast} [h_n(X, \theta) \exp(\lambda g_n(X, \theta))] \|
\]
\[
(1.2) = \| E_{P_\ast} [h_n(X, \theta) (\exp(\lambda g_n(X, \theta)) - 1)] \|
\]

We next show that \((1.1), (1.2)\) and \((2)\) are all \( o(1) \) uniformly on \( \lambda \) and \( \theta \).

\[
(1.1) = \int h_n(x, \theta) \exp(\lambda g_n(x, \theta)) (dQ_n - dP_\ast)
\]
\[
= \int h_n(x, \theta) \exp(\lambda g_n(x, \theta)) \left\{ (dQ_n - dP_\ast)^{1/2} + 2 dP_\ast^{1/2} \left( dQ_n - dP_\ast^{1/2} \right) \right\}
\]
\[
\leq \| h_n(x, \theta) \| \| \exp(\lambda g_n(x, \theta)) \| \left\{ (dQ_n - dP_\ast)^{1/2} + 2 \left( (dQ_n - dP_\ast^{1/2}) \right)^{1/2} \right\}
\]
\[
(1-2) \leq \int (dQ_n - dP_\ast^{1/2})^{1/2} \left( 1 - \frac{1}{2} \left( \frac{dQ_n - dP_\ast^{1/2}}{dP_\ast^{1/2}} \right)^{1/2} \right)
\]
\[
\leq o(n)^{1/2} + O(1) \frac{1}{\sqrt{n}} \to 0, \quad \text{as} \quad n \to \infty.
\]

Thus, \( \sup_{x \in X, \lambda \in \Lambda_n, \theta \in \Theta} \exp(\lambda g_n(x, \theta)) \leq C, \) a positive constant independent of \( n \). As a result,
\[
(1.1) \leq C \sup_{x \in X_n, \theta \in N} \| h(x, \theta) \| \left( \int (dQ_n - dP_\ast^{1/2})^{1/2} \right) + 2C \left( E_{P_\ast} (\sup_{\theta \in N} \| h(x, \theta) \|) \right)^{1/2} \left( \int (dQ_n - dP_\ast^{1/2})^{1/2} \right) \]
\[
\leq o(n)^{1/2} + O(1) \frac{1}{\sqrt{n}} \to 0, \quad \text{as} \quad n \to \infty.
\]

By the Cauchy-Schwarz inequality,
\[
(1.2) \leq \left( E_{P_\ast} (\| h(X, \theta) \|)^2 \right)^{1/2} \left( E_{P_\ast} (\exp(\lambda g(X, \theta) - 1)^2)^{1/2}
\]
\[
\leq \left( E_{P_\ast} (\sup_{\theta \in N} \| h(X, \theta) \|)^2 \right)^{1/2} \left( E_{P_\ast} (\sup_{\theta \in N, \lambda \in \Lambda_n} (\exp(\lambda g(X, \theta) - 1)^2)^{1/2}
\]

From the previous lines, the second term in the right hand side goes to 0 as \( n \to \infty \) and we deduce that \( (1.2) = o(1) \). Finally,
\[
(2) = \left\| \int_{x \in X_n} h(X, \theta) dP_\ast \right\| \leq E_{P_\ast} (\| h(X, \theta) \| \| g(x, \theta) \|_{\geq m_n})
\]
\[
\leq \left( E_{P_\ast} (\| h(X, \theta) \|) \right)^{1/2} (P_\ast (\| g(X, \theta) \| \geq m_n))^{1/2}
\]
\[
\leq \left( E_{P_\ast} (\sup_{\theta \in N} \| h(X, \theta) \|) \right)^{1/2} \left( \frac{1}{m_n} E_{P_\ast} (\sup_{\theta \in N} \| g(X, \theta) \|) \right)^{1/2} = O(m_n^{-1/2}) = o(1).
\]

This completes the first conclusion.
Lemma C.7. Let $r > 0$ and $Q_n$ be a sequence contained in $B_H(P_*, r/\sqrt{n})$. If Assumption \ref{assumption} holds, then we have:

(i) $\sqrt{n}(\tilde{T}(P_n) - \theta^*) = -\Sigma G\Omega^{-1}\sqrt{n}E_{P_n}[g_n(X, \theta^*)] + o_P(1)$ under $Q_n$

(ii) $\sqrt{n}(\tilde{T}(P_n) - \tilde{T}(Q_n)) \xrightarrow{d} N(0, \Sigma)$, under $Q_n$

Proof of Lemma C.7: (i) The proof of Theorem \ref{theorem} leading to \ref{equation} is also valid with $\hat{\theta}$ replaced by $\tilde{T}(P_n)$ and $g$ replaced by $g_n$, and we have:

\[
\sqrt{n}(\tilde{T}(P_n) - \theta^*) = -\Sigma G\Omega^{-1}\sqrt{n}E_{P_n}[g_n(X, \theta^*)] + o_P(1),
\]

where the $o_P(1)$ term is so with respect to $P_*$. Using the fact that $Q_n \in B_H(P_*, r/\sqrt{n})$, it is not hard to see that $Q_n$ and $P_*$ are contiguous probability measures in the sense that for any measurable sequence of events $A_n$, $(P_*(A_n) \rightarrow 0) \Leftrightarrow (Q_n(A_n) \rightarrow 0)$. Thus the $o_P(1)$ term has the same magnitude under $Q_n$ and this establishes (i).

(ii) Using Lemma C.6 and (i), we can write:

\[
\sqrt{n}(\tilde{T}(P_n) - \tilde{T}(Q_n)) = \sqrt{n}(\tilde{T}(P_n) - \theta^*) - \sqrt{n}(\tilde{T}(Q_n) - \theta^*) = -\sqrt{n} \Sigma G\Omega^{-1} \sqrt{n} (E_{P_n}[g_n(X, \theta^*)] - (E_{Q_n}[g_n(X, \theta^*)])) + o_P(1).
\]

Relying on the central limit theorem for triangular arrays as in the proof of KOE’s Lemma A.8, we can claim that

\[
\sqrt{n} (E_{P_n}[g_n(X, \theta^*)] - (E_{Q_n}[g_n(X, \theta^*)])) \xrightarrow{d} N(0, \Sigma),
\]

under $Q_n$ and (ii) follows as a result. \(\square\)

Lemma C.8. Let $r > 0$ and $Q_n$ be a sequence contained in $B_H(P_*, r/\sqrt{n})$. If Assumption \ref{assumption} holds, then the following statements hold under $Q_n$:

(i) $\tilde{T}_1(\theta^*, P_n) = O_P(n^{-1/2})$.

(ii) $E_{P_n}(g_n(X, \tilde{T}_1)) = O_P(n^{-1/2})$, $E_{P_n}(g_n(X, \tilde{T}_1)(g_n(X, \tilde{T}_1)')) = \Omega + O_P(n^{-1/2})$, and $E_{P_n}(\frac{\partial^2}{\partial \theta \partial \lambda}(X, \tilde{T}_1)) = G + o_P(1)$.

(iii) $\tilde{T}_1(\tilde{T}_1, P_n) = O_P(n^{-1/2})$.

Proof of Lemma C.8: (i) Do as in the proof of Lemma C.7(i) with $Q_n$ replaced by $P_n$. Then, obtain that $\tilde{T}_1(\theta^*, P_n) = O_P(n^{-1/2})$ under $P_*$. Thanks to the mutual contiguity property of $Q_n$ and $P_*$ exposed in the proof of Lemma C.7, we can claim (i).

(ii) and (iii) The first equation in (ii) and (iii) are obtained along the same lines as the proof of Lemma C.7(ii) and C.7(iii), respectively whereas the other two equations in (ii) are obtained by a first order mean value expansion around $\theta^*$ and using Lemma C.7(i). \(\square\)

Appendix D. Global misspecification

Proof of Theorem 5.1 The proof is split into three parts: in (i), we show the convergence of $\hat{\theta}$ and $\lambda(\hat{\theta})$; in (ii), we derive the asymptotic distribution of the estimators and discuss the estimation of the (robust) variance-covariance matrix; in (iii), we show that the asymptotic variance in Theorem 5.1 corresponds to the one in Theorem 5.3 under correct specification.
(i) First, we show the consistency of \( \hat{\lambda} \) and \( \hat{\theta} \). We follow the proof in three steps of Theorem 10 in Schennach (2007): (a) we show that \( \hat{\lambda}(\theta) \to^P \lambda^*(\theta) \) uniformly for \( \theta \in \Theta \) and that \( \lambda^*(\cdot) \) is continuous at \( \theta^* \); (b) we show that \( \hat{\theta} \to^P \theta^* \); (c) It follows that \( \hat{\lambda}(\hat{\theta}) \to^P \lambda^*(\theta^*) \).

(a) Let \( \lambda^*(\theta) \) denote the argument of the minimum over \( \Lambda \) of \( \lambda \mapsto E[\exp(\lambda'g(X, \theta))] \) which is unique by strict convexity of \( E[\exp(\lambda'g(X, \theta))] \) over the convex set \( \Lambda \). The Berge’s maximum theorem guarantees that \( \lambda^*(\cdot) \) is continuous. Since \( \exp(\lambda'g(x, \theta)) \) is continuous in \( \lambda \) and \( \theta \), thanks to Assumption \( \square \), we have:

\[
\hat{M}_\theta(\lambda) \equiv \frac{1}{n} \sum_{i=1}^{n} \exp(\lambda'g(x_i, \theta)) \to^P M_\theta(\lambda) \equiv E(\exp(\lambda'g(X, \theta))),
\]

uniformly over the compact set \( \Lambda \times \Theta \).

Recall \( \check{\lambda}(\theta) \equiv \arg \min_{\lambda \in \Lambda} \hat{M}_\theta(\lambda) \). We now show that for any \( \eta > 0 \),

\[
P(\sup_{\theta \in \Theta} \|\check{\lambda}(\theta) - \lambda^*(\theta)\| \leq \eta) \to 1, \quad \text{as} \quad n \to \infty.
\]

For a given \( \eta > 0 \), define \( \epsilon \) as follows:

\[
\epsilon = \inf_{\theta \in \Theta} \inf_{\lambda \in \Lambda : \|\lambda - \lambda^*(\theta)\| \geq \eta} (M_\theta(\lambda) - M_\theta(\lambda^*(\theta)))
\]

By strict convexity of \( M_\theta(\lambda) \) in \( \lambda \) and compactness of \( \Theta \), we have \( \epsilon > 0 \). In addition, by definition of \( \epsilon \),

\[
\text{if} \quad \sup_{\theta \in \Theta}(M_\theta(\check{\lambda}(\theta)) - M_\theta(\lambda^*(\theta))) \leq \epsilon \quad \text{then} \quad \sup_{\theta \in \Theta} \|\check{\lambda}(\theta) - \lambda^*(\theta)\| \leq \eta.
\]

Since \( \hat{M}_\theta(\check{\lambda}(\theta)) - \hat{M}_\theta(\lambda^*(\theta)) \leq \epsilon \), we have:

\[
\sup_{\theta \in \Theta}(M_\theta(\check{\lambda}(\theta)) - M_\theta(\lambda^*(\theta))) \leq \sup_{\theta \in \Theta}(M_\theta(\check{\lambda}(\theta)) - \hat{M}_\theta(\check{\lambda}(\theta))) + \sup_{\theta \in \Theta}(\hat{M}_\theta(\check{\lambda}(\theta)) - \hat{M}_\theta(\lambda^*(\theta))) + \sup_{\theta \in \Theta}(|\hat{M}_\theta(\check{\lambda}(\theta)) - \hat{M}_\theta(\lambda^*(\theta))|)
\]

Hence, we conclude that

\[
\sup_{\theta \in \Theta} \|\check{\lambda}(\theta) - \lambda^*(\theta)\| \leq \eta,
\]

with probability approaching one.

(b) To prove the consistency of \( \hat{\theta} \), we will make use of the consistency of \( \check{\lambda} \). We have a uniform convergence of the objective function \( \Delta_{\lambda_\theta}(\lambda(\theta, \theta)) \) over \((\Lambda, \Theta)\) which implies that:

\[
\forall \epsilon > 0 \quad \lim_n P\left( \left| \Delta_{\lambda_\theta}(\lambda(\hat{\theta}), \hat{\theta}) - \Delta(\lambda(\hat{\theta}), \hat{\theta}) \right| < \epsilon/3 \right) = 1
\]

\[
\Rightarrow \forall \epsilon > 0 \quad \lim_n P\left( \left| \Delta_{\lambda_\theta}(\lambda(\hat{\theta}), \hat{\theta}) < \Delta(\lambda(\hat{\theta}), \hat{\theta}) + \epsilon/3 \right| \right) = 1 \quad (D.1)
\]

Similarly, we can show that

\[
\forall \epsilon > 0 \quad \lim_n P\left( \left| \Delta(\lambda(\theta^*), \theta^*) - \Delta_{\lambda_\theta}(\lambda(\theta^*), \theta^* + \epsilon/3) \right| \right) = 1 \quad (D.2)
\]

By definition of \( \hat{\theta} \), we have:

\[
\forall \epsilon > 0 \quad \lim_n P\left( \left| \Delta_{\lambda_\theta}(\lambda(\theta^*), \theta^* + \epsilon/3) - \Delta(\lambda(\hat{\theta}), \hat{\theta}) \right| \right) = 1 \quad (D.3)
\]

From equations (D.1) and (D.3), we get:

\[
\forall \epsilon > 0 \quad \lim_n P\left( \Delta_{\lambda_\theta}(\lambda(\theta^*), \theta^*) < \Delta(\lambda(\hat{\theta}), \hat{\theta}) + 2\epsilon/3 \right) = 1 \quad (D.4)
\]

We can now use equation (D.2) to deduce:

\[
\forall \epsilon > 0 \quad \lim_n P\left( \Delta(\lambda(\theta^*), \theta^*) < \Delta(\lambda(\hat{\theta}), \hat{\theta} + \epsilon) \right) = 1 \quad (D.5)
\]
We now use the identification assumption and the definition of \( \hat{\theta} \) to deduce that, for every neighborhood \( \mathcal{N}^* \) of \( \theta^* \), there exists a constant \( \eta > 0 \) such that

\[
\sup_{\theta \in \Theta \setminus \mathcal{N}^*} \Delta(\lambda(\theta), \theta) + \eta < \Delta(\lambda(\theta^*), \theta^*).
\]

Then, we have

\[
\hat{\theta} \in \Theta \setminus \mathcal{N}^* \Rightarrow \Delta(\hat{\lambda}(\hat{\theta}), \hat{\theta}) + \eta \leq \sup_{\theta \in \Theta \setminus \mathcal{N}^*} \Delta(\lambda(\theta), \theta) + \eta < \Delta(\lambda(\theta^*), \theta^*).
\]

Thus,

\[
P\left( \hat{\theta} \in \Theta \setminus \mathcal{N}^* \right) \leq P\left( \Delta(\hat{\lambda}(\hat{\theta}), \hat{\theta}) + \eta \leq \Delta(\lambda(\theta^*), \theta^*) \right) \to 0 \quad \text{as} \quad n \to \infty,
\]

where the convergence to 0 follows directly from equation (D.5) above.

(ii) To derive the asymptotic distribution of ETHD estimator under global misspecification, we write a mean-value expansion of the first-order condition around \((\theta^*, \lambda^*)\). Recall that \((\theta^*, \lambda^*)\) is assumed to be in the interior of the parameter space (see Assumption 3). Hence, \( \hat{\theta} \) solves the first order condition:

\[
\frac{d\Delta_{P_n}(\hat{\lambda}(\theta), \theta)}{d\theta} = \frac{N_1(\lambda(\theta), \theta)}{D_1(\lambda(\theta), \theta)} - \frac{N_2(\lambda(\theta), \theta)}{D_2(\lambda(\theta), \theta)} = 0,
\]

with

\[
N_1(\lambda, \theta) = \frac{1}{2} E_{P_n} \left[ \left( \frac{d\hat{\lambda}}{d\theta}(\theta) g(X, \theta) + \frac{\partial g(X, \theta)}{\partial \theta} \lambda \right) \exp(\lambda'g(X, \theta)/2) \right],
\]

\[
N_2(\lambda, \theta) = \frac{1}{2} E_{P_n} \left[ \left( \frac{d\hat{\lambda}}{d\theta}(\theta) g(X, \theta) + \frac{\partial g(X, \theta)}{\partial \theta} \lambda \right) \exp(\lambda'g(X, \theta)) \right] \times D_0 \left( \frac{\lambda}{2}, \theta \right),
\]

\[
D_1(\lambda, \theta) = D_0(\lambda, \theta)^{1/2}, \quad D_2(\lambda, \theta) = D_0(\lambda, \theta)^{3/2}, \quad D_0(\lambda, \theta) = E_{P_n}[\exp(\lambda'g(X, \theta))].
\]

Similarly, \( \hat{\lambda}(\hat{\theta}) \) solves the first-order condition:

\[
E_{P_n}[g(X, \hat{\theta}) \exp(\lambda'g(X, \hat{\theta}))] = 0.
\]

We consider the left hand sides of (D.6) and (D.7) and carry out their mean-value expansions around \((\lambda^*, \theta^*)\).

\[
\begin{pmatrix} 0 \\
0 
\end{pmatrix} = \begin{pmatrix} N_1(\lambda^*, \theta^*)/D_1(\lambda^*, \theta^*) - N_2(\lambda^*, \theta^*)/D_2(\lambda^*, \theta^*) \big/ E_{P_n}[g(X, \theta^*) \exp(\lambda^*\lambda'g(X, \theta^*))] \bigg) + \bar{R}_n \begin{pmatrix} \hat{\theta} - \theta^* \\
\hat{\lambda} - \lambda^* 
\end{pmatrix}
\]

where, with \( \bar{\theta} \in (\theta^*, \hat{\theta}) \) and \( \bar{\lambda} \in (\lambda^*, \hat{\lambda}) \) and both may vary from row to row,

\[
\bar{R}_n = \begin{pmatrix} R_{\theta, \theta}(\bar{\lambda}, \bar{\theta}) & R_{\theta, \lambda}(\bar{\lambda}, \bar{\theta}) \\
R_{\lambda, \theta}(\bar{\lambda}, \bar{\theta}) & R_{\lambda, \lambda}(\bar{\lambda}, \bar{\theta}) 
\end{pmatrix},
\]

with

\[
R_{\theta, \theta}(\lambda, \theta) = \frac{\partial}{\partial \theta} \left( \frac{N_1(\lambda, \theta)}{D_1(\lambda, \theta)} - \frac{N_2(\lambda, \theta)}{D_2(\lambda, \theta)} \right)
\]

\[
R_{\theta, \lambda}(\lambda, \theta) = \frac{\partial}{\partial \lambda} \left( \frac{N_1(\lambda, \theta)}{D_1(\lambda, \theta)} - \frac{N_2(\lambda, \theta)}{D_2(\lambda, \theta)} \right)
\]

\[
R_{\lambda, \theta}(\lambda, \theta) = E_{P_n} \left[ \left( \frac{\partial g(X, \theta)}{\partial \theta} + \frac{\partial g(X, \theta)}{\partial \theta} \lambda g(X, \theta) \right) \exp(\lambda'g(X, \theta)) \right]
\]

\[
R_{\lambda, \lambda}(\lambda, \theta) = E_{P_n}[g(X, \theta) g(X, \theta) \exp(\lambda'g(X, \theta))]
\]
where $D_i$, $N_i$ were defined above, and their derivatives are computed as follows:

\[
\frac{\partial N_1(\lambda, \theta)}{\partial \theta'} = \frac{1}{2} E_{P_n} \left[ \left( \sum_{k=1}^{m} \frac{d^2 \lambda_k(\theta)}{d\theta d\theta'} g_k(X, \theta) + \sum_{k=1}^{m} \frac{\partial g_k(X, \theta)}{\partial \theta'} \frac{\partial \lambda_k}{\partial \theta} \right) + \frac{1}{2} \left( \frac{d\lambda(\theta')}{d\theta} g(X, \theta) + \frac{\partial g(X, \theta)}{\partial \theta'} \lambda \right) \frac{\partial g(X, \theta)}{\partial \theta'} \right] \exp \left( \lambda' g(X, \theta) / 2 \right)
\]

\[
\frac{\partial N_2(\lambda, \theta)}{\partial \theta'} = \frac{1}{2} E_{P_n} \left[ \left( \sum_{k=1}^{m} \frac{d^2 \lambda_k(\theta)}{d\theta d\theta'} g_k(X, \theta) + \sum_{k=1}^{m} \frac{\partial g_k(X, \theta)}{\partial \theta'} \frac{\partial \lambda_k}{\partial \theta} \right) + \left( \frac{d\lambda(\theta')}{d\theta} g(X, \theta) + \frac{\partial g(X, \theta)}{\partial \theta'} \lambda \right) \frac{\partial g(X, \theta)}{\partial \theta'} \right] \exp \left( \lambda' g(X, \theta) \right) \times D_0 \left( \frac{1}{2}, \theta \right)
\]

\[
\frac{\partial D_1(\lambda, \theta)}{\partial \theta'} = \frac{1}{2} E_{P_n} \left[ \lambda' \frac{\partial g(X, \theta)}{\partial \theta'} \exp \left( \lambda' g(X, \theta) \right) \right] \times D_0(\lambda, \theta)^{-1/2}
\]

\[
\frac{\partial D_2(\lambda, \theta)}{\partial \theta'} = \frac{3}{2} E_{P_n} \left[ \lambda' \frac{\partial g(X, \theta)}{\partial \theta'} \exp \left( \lambda' g(X, \theta) \right) \right] \times D_0(\lambda, \theta)^{1/2}
\]

Also,

\[
\frac{\partial N_1(\lambda, \theta)}{\partial \lambda} = \frac{1}{2} E_{P_n} \left[ \left( \frac{\partial g(X, \theta)}{\partial \theta} + \frac{1}{2} \left( \frac{d\lambda(\theta')}{d\theta} g(X, \theta) + \frac{\partial g(X, \theta)}{\partial \theta'} \lambda \right) \frac{\partial g(X, \theta)}{\partial \theta'} \right) \exp \left( \lambda' g(X, \theta) / 2 \right) \right]
\]

\[
\frac{\partial N_2(\lambda, \theta)}{\partial \lambda} = \frac{1}{2} E_{P_n} \left[ \left( \frac{\partial g(X, \theta)}{\partial \theta} + \left( \frac{d\lambda(\theta')}{d\theta} g(X, \theta) + \frac{\partial g(X, \theta)}{\partial \theta'} \lambda \right) \frac{\partial g(X, \theta)}{\partial \theta'} \right) \exp \left( \lambda' g(X, \theta) \right) \right] \times D_0 \left( \frac{1}{2}, \theta \right)
\]

\[
\frac{\partial D_1(\lambda, \theta)}{\partial \lambda} = \frac{1}{2} E_{P_n} \left[ g(X, \theta') \exp \left( \lambda' g(X, \theta) \right) \right] \times D_0(\lambda, \theta)^{-1/2}
\]

\[
\frac{\partial D_2(\lambda, \theta)}{\partial \lambda} = \frac{3}{2} E_{P_n} \left[ g(X, \theta') \exp \left( \lambda' g(X, \theta) \right) \right] \times D_0(\lambda, \theta)^{1/2}
\]

Let $\text{plim} \mathbf{R}_n = R$ assumed to be nonsingular; we then get:

\[
R \sqrt{n} \left( \begin{array}{c} \hat{\theta} - \theta^* \\ \hat{\lambda} - \lambda^* \end{array} \right) = -\sqrt{n} \left( \begin{array}{c} N_1(\lambda^*, \theta^*) / D_1(\lambda^*, \theta^*) - N_2(\lambda^*, \theta^*) / D_2(\lambda^*, \theta^*) \\ E_{P_n} \left[ g(X, \theta^*) \exp \left( \lambda' g(X, \theta^*) \right) \right] \end{array} \right) + o_p(1) \quad (D.13)
\]

with

\[
A^*_n = - \left( \begin{array}{c} A^*_n,1 \\ A^*_n,2 \end{array} \right) = \left( \begin{array}{c} N_1(\lambda^*, \theta^*) / D_1(\lambda^*, \theta^*) - N_2(\lambda^*, \theta^*) / D_2(\lambda^*, \theta^*) \\ \sum_{i=1}^{n} \left[ g(X_i, \theta^*) \exp \left( \lambda^* g(X_i, \theta^*) \right) \right] \end{array} \right) / n
\]

that is,

\[
A^*_n,1 = E_{n}^{-1/2} \left[ \frac{1}{2n} \sum_{i=1}^{n} \left( \frac{d\lambda(\theta')}{d\theta} g(X_i, \theta^*) + \frac{\partial g(X_i, \theta^*)}{\partial \theta'} \lambda^* \right) \left( \exp \left( \lambda^* g(X_i, \theta^*) / 2 \right) - \exp \left( \lambda' g(X_i, \theta^*) \right) \times \frac{F_n}{E_n} \right) \right]
\]

where

\[
E_{n} = \frac{1}{n} \sum_{i=1}^{n} \exp(\lambda^* g(X_i, \theta^*)) \quad F_n = \frac{1}{n} \sum_{i=1}^{n} \exp(\lambda' g(X_i, \theta^*) / 2)
\]

\[
\frac{d\lambda(\theta^*)}{d\theta'} = - \left[ \frac{1}{n} \sum_{i=1}^{n} g(X_i, \theta^*) g(X_i, \theta^*) \right]^{-1} \left[ \frac{1}{n} \sum_{i=1}^{n} \left( \frac{\partial g(X_i, \theta^*)}{\partial \theta'} + g(X_i, \theta^*) \lambda^* \frac{\partial g(X_i, \theta^*)}{\partial \theta'} \right) \exp(\lambda^* g(X_i, \theta^*)) \right].
\]
Let us define $K_i$ as follows,

$$K_i = \begin{pmatrix}
g(X_i, \theta^*) \exp(\lambda^* g(X_i, \theta^*)/2) \\
g(X_i, \theta^*) \exp(\lambda^* g(X_i, \theta^*)) \\
\exp(\lambda^* g(X_i, \theta^*)/2) \\
\exp(\lambda^* g(X_i, \theta^*) ) \\
g(X_i, \theta^*)g(X_i, \theta^*)'
\end{pmatrix} \left( \frac{\partial_2 g(X_i, \theta^*)}{\partial \theta^2} + g(X_i, \theta^*) \frac{\partial_2 g(X_i, \theta^*)}{\partial \theta} \right) \exp(\lambda^* g(X_i, \theta^*))$$

From Assumption 5 a joint CLT holds for $K_i$ such that,

$$\sqrt{n} \left( \frac{1}{n} \sum_{i=1}^{n} K_i - E(K_i) \right) \xrightarrow{d} N(0, W)$$

We now define $\Omega^* = \text{AVar}(A^*_n)$ and its explicit expression can be obtained from the previous CLT combined with the Delta-method. Finally, we have:

$$\sqrt{n} \left( \frac{\hat{\theta} - \theta^*}{\hat{\lambda} - \lambda^*} \right) \xrightarrow{d} N((0, R^{-1} \Omega^* R^{-1}) \quad \text{with} \quad R = \text{plim} \bar{R}_n.$$ 

The expected result directly follows.

Under our maintained i.i.d. assumption, the estimation of the above asymptotic variance-covariance matrix is straightforward: all quantities are replaced by their sample counterparts, and the pseudo-true values $(\lambda^*, \theta^*)$ by their estimators.

(iii) Finally, we show that under correct specification, the expansion (D.13) coincides with (B.11), that is:

$$\left( \begin{array}{cc}
G' & 0 \\
\Omega & G
\end{array} \right) \sqrt{n} \left( \frac{\hat{\theta} - \theta^*}{\hat{\lambda} - \lambda^*} \right) = \left( \begin{array}{c}
0 \\
-\sqrt{n}E_{P_n}(g(X, \theta^*))
\end{array} \right) + o_p(1).$$

After replacing $\lambda^*$ by 0, we easily get that

$$\frac{N_1(\lambda^*, \theta^*)}{D_1(\lambda^*, \theta^*)} = \frac{N_2(\lambda^*, \theta^*)}{D_2(\lambda^*, \theta^*)} = 0$$

It remains to show that

$$\text{plim} \bar{R}_n = \left( \begin{array}{cc}
0 & G \\
G' & \Omega
\end{array} \right)$$

After replacing $\lambda^*$ by 0, we easily get that

$$R_{\theta, \theta}(\lambda^*, \theta^*) = \frac{\partial N_1(\lambda^*, \theta^*)}{\partial \theta} - \frac{\partial N_2(\lambda^*, \theta^*)}{\partial \theta}$$

since $D_1(\lambda^*, \theta^*) = D_2(\lambda^*, \theta^*) = 1$ and $\partial D_1(\lambda^*, \theta^*)/\partial \theta = \partial D_2(\lambda^*, \theta^*)/\partial \theta = 0$

$$= 0$$

$$R_{\theta, \lambda}(\lambda^*, \theta^*) = \frac{\partial N_1(\lambda^*, \theta^*)}{\partial \lambda} - \frac{\partial N_2(\lambda^*, \theta^*)}{\partial \lambda}$$

since $D_1(\lambda^*, \theta^*) = D_2(\lambda^*, \theta^*) = 1$ and $\partial D_1(\lambda^*, \theta^*)/\partial \lambda = \partial D_2(\lambda^*, \theta^*)/\partial \lambda = 0$

$$= E_{P_n} \left[ \frac{\partial g(X, \theta^*)}{\partial \theta} \right] \overset{p}{\to} E \left( \frac{\partial g(X, \theta^*)}{\partial \theta} \right) = G$$

after using expressions derived in the proof of Theorem 3.3

$$R_{\lambda, \theta}(\lambda^*, \theta^*) = E_{P_n} \left[ \frac{\partial g(X, \theta^*)}{\partial \theta} \right] \overset{p}{\to} E \left( \frac{\partial g(X, \theta^*)}{\partial \theta} \right) = G'$$

$$R_{\lambda, \lambda}(\lambda^*, \theta^*) = E_{P_n} \left[ g(X, \theta^*) g'(X, \theta^*) \right] \overset{p}{\to} E \left( g(X, \theta^*) g(X, \theta^*)' \right) = \Omega$$

and the expected result follows readily. □