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Abstract. Many practical problems require nonparametric estimates of regression functions, and local polynomial regression has emerged as a leading approach. In applied settings practitioners often adopt either the local constant or local linear variants, or choose the order of the local polynomial to be slightly greater than the order of the maximum derivative estimate required. But such ad hoc determination of the polynomial order may not be optimal in general, while the joint determination of the polynomial order and bandwidth presents some interesting theoretical and practical challenges. In this paper we propose a data-driven approach towards the joint determination of the polynomial order and bandwidth, provide theoretical underpinnings, and demonstrate that improvements in both finite-sample efficiency and rates of convergence can thereby be obtained. In the case where the true data generating process (DGP) is in fact a polynomial whose order does not depend on the sample size, our method is capable of attaining the $\sqrt{n}$ rate often associated with correctly specified parametric models, while the estimator is shown to be uniformly consistent for a much larger class of DGPs. Theoretical underpinnings are provided and finite-sample properties are examined.

1. Introduction

Nonparametric regression plays a key role in applied statistical analysis. Locally weighted polynomial regression (Fan (1992), Ruppert & Wand (1994)) has proven extremely popular and is the most studied and widely used nonparametric regression method. The seminal work of Nadaraya (1965) and Watson (1964) examined the ‘local constant’ variant (which is a limiting case of the local polynomial estimator with polynomial order $p = 0$), while the local linear variant ($p = 1$) is dominant in applied settings as it possesses one of the best boundary correction methods available while it is also minimax efficient. Practitioners sometimes consider polynomials of order $p > 1$, but typically this is only done when higher order
derivative estimates are required.\(^1\) There exists work on nonparametric regression estimators of very high order (see e.g. Golubev, Levit & Tsybakov (1996); Lepski & Levit (1998)), but it involves using methods that are designed specifically for the very high order case, and, unlike local polynomial techniques, are unattractive in lower order settings. There are also ingenious, minimax optimal approaches to choosing smoothing parameters (see e.g. Lepski, Mammen & Spokoiny (1997)), potentially useful in high order settings. However, they too are not attractive in practice, and for this reason are not used to analyse real data. In reality a practitioner does not know whether a low or high order method is going to be required, and so finds it attractive to use a relatively conventional, tried-and-tested construction that is sufficiently flexible to address both low and high order cases. The techniques suggested in this paper are of that type; they employ local polynomial methods to construct the estimator, and cross-validation to choose the bandwidth.

From this perspective, the order of the local polynomial used in many applications appears to be somewhat ad hoc. However, the order of the polynomial can have a noticeable impact on the quality of the resulting approximation, while the appropriate order will in general depend on the underlying DGP, as will be seen. But how to best tailor the order of the polynomial to the data at hand remains an open question. In this paper we propose using delete-one cross-validation for jointly determining the bandwidth \(h\) and polynomial order \(p\). The rest of this paper proceeds as follows: section 2 presents the proposed approach, section 3 provides theoretical underpinnings, section 4 considers a series of Monte Carlo simulations designed to assess the finite-sample behaviour of the proposed approach, while section 5 presents some concluding remarks.

\(^1\)Fan & Gijbels (1996, page 59) write “Another issue in local polynomial fitting is the choice of the order of the local polynomial. Since the modelling bias is primarily controlled by the bandwidth, this issue is less crucial however. […] Since the bandwidth is used to control the modelling complexity, we recommend the use of the lowest odd order, i.e. \(p = \nu + 1\), or occasionally \(p = \nu + 3\).” (\(\nu\) is the order of the derivative required). See also Fan & Gijbels (1995).
2. Methodology

2.1. Model. Data pairs \((X_i, Y_i)\) are assumed to be generated by the model

\[
Y_i = g(X_i) + \epsilon_i ,
\]  
(2.1)

where \(X_1, \ldots, X_n\) are independent and identically distributed as \(X\), with density \(f_X\) supported on a compact interval \(I\), and the experimental errors \(\epsilon_i\) are independent and identically distributed with zero mean, independent too of the \(X_i\)s. The case where \(\epsilon_i = \sigma(X_i) \epsilon'_i\), for a bounded function \(\sigma\) and independent variables \(\epsilon'_i\) with zero mean, independent of the \(X_i\)s, can be treated similarly.

2.2. Methodology for function estimation. To estimate \(g\), let \(c = (c_0, \ldots, c_p)^T\) be a \((p + 1)\)-vector, let \(q(x \mid c) = c_0 + c_1 x + \ldots + c_p x^p\) be a polynomial of degree \(p\), and consider the problem of minimising the sum of squares

\[
S(c) = \frac{1}{nh} \sum_{i=1}^{n} \left\{ Y_i - q\left(\frac{x - X_i}{h} \mid c\right) \right\}^2 K\left(\frac{x - X_i}{h}\right) ,
\]

where \(K\) is a kernel function and \(h\) is a bandwidth. Now,

\[
-\frac{1}{2} \frac{\partial}{\partial c_j} S(c) = \frac{1}{nh} \sum_{i=1}^{n} \left\{ Y_i - q\left(\frac{x - X_i}{h} \mid c\right) \right\} \left(\frac{x - X_i}{h}\right)^j K\left(\frac{x - X_i}{h}\right)
\]

\[
= \{ V(x) - \hat{M}(x) c \}_j ,
\]  
(2.2)

where \(V = (V_0, \ldots, V_p)^T\) is a \((p + 1)\)-vector, \(\hat{M} = (\hat{m}_{jk})\) is a \((p + 1) \times (p + 1)\) matrix,

\[
V_j(x) = \frac{1}{nh} \sum_{i=1}^{n} Y_i \left(\frac{x - X_i}{h}\right)^j K\left(\frac{x - X_i}{h}\right) ,
\]  
(2.3)

\[
\hat{m}_{jk}(x) = \frac{1}{nh} \sum_{i=1}^{n} \left(\frac{x - X_i}{h}\right)^{j+k} K\left(\frac{x - X_i}{h}\right) .
\]  
(2.4)
Equating to zero the derivative at (2.2), and solving for $c$, we obtain:

$$
\hat{c}(x) = (\hat{c}_0(x), \ldots, \hat{c}_p(x))^T = \hat{M}(x)^{-1} V(x).
$$

(2.5)

Our estimator of $g$ is

$$
\hat{g}(x) = \hat{c}_0(x).
$$

(2.6)

2.3. Cross-validation. The cross-validation “estimator” of integrated squared error weighted by the density $f_X$,

$$
\text{ISE}(h,p) = \int_I (\hat{g} - g)^2 f_X,
$$

is given by

$$
\text{CV}(h,p) = \frac{1}{n} \sum_{i=1}^{n} \{Y_i - \hat{g}_{-i}(X_i)\}^2,
$$

(2.7)

where $\hat{g}_{-i}$ denotes the version of $\hat{g}$, defined as at (2.6), when the data pair $(X_i, Y_i)$ is removed from the sample. In fact,

$$
\text{CV}(h,p) = \frac{1}{n} \sum_{i=1}^{n} \{g(X_i) - \hat{g}_{-i}(X_i)\}^2 + \frac{2}{n} \sum_{i=1}^{n} \{g(X_i) - \hat{g}_{-i}(X_i)\} \epsilon_i + \frac{1}{n} \sum_{i=1}^{n} \epsilon_i^2,
$$

(2.8)

where the first term on the right-hand side of (2.8) is a good approximation to $\text{ISE}(h,p)$, the second term is generally negligibly small, and the third term does not depend on $h$ or $p$ and converges to $\tau^2 \equiv E\{\sigma(X)^2\}$ where the function $\sigma$ is as in section 2.1. Therefore it is reasonable to view $\text{CV}(h,p)$ as an approximation to $\text{ISE}(h,p) + \tau^2$.

We proceed by minimising (2.7) jointly with respect to $h$ and $p$, and then use the resulting values for constructing the estimator of $g$ given in (2.6) (particulars of this mixed integer optimisation are described in section 4).

3. Theoretical Properties

3.1. Overview. Since we are treating high order local polynomial methods, where the degree of the polynomial diverges with sample size, then in technical arguments we must compute
inverses of high order matrices of covariance type. These are Hankel matrices, and so in section 3.2 we introduce properties of such quantities, governed by the particular kernels we shall use. The properties of smallest eigenvalues discussed in section 3.2 will prove invaluable when assessing expressions involving inverses of Hankel matrices, and, as discussed in section 3.4, they motivate our regularity conditions. The components of our Hankel matrices depend to a large extent on moments of distributions whose respective densities are kernel functions, and so in section 3.3 we develop basic properties of those moments. (We discuss the properties there, rather than later in the paper, since again they are needed to motivate our regularity conditions, given in section 3.4.) In sections 3.4 and 3.5, respectively, we describe theoretical properties of function estimators and cross-validation in high order settings, and in section 3.6 we discuss these properties together, describing their ramifications.

3.2. Hankel matrices. Let \( M_p = M_p(K) \) denote the \((p + 1) \times (p + 1)\) matrix with \((j, k)\)th element \( \int u^{j+k} K(u) \, du \), for \(0 \leq j, k \leq p\). Such matrices are distinctly patterned (in particular, the components down any anti-diagonal are identical), and are in the class of Hankel matrices. There is a literature on properties of the smallest eigenvalues of Hankel matrices, and we summarize some of it below.

In what follows, if \( a_n \) and \( b_n \) are sequences of positive numbers, we write \( a_n \sim b_n \) to mean that the ratio \( c_n = a_n/b_n \) converges to one as \( n \to \infty \), and we write \( a_n \asymp b_n \) to mean that \( c_n \) is bounded away from zero and infinity as \( n \to \infty \).

Let \( \text{ev}_p = \text{ev}_p(K) \) denote the smallest eigenvalue of \( M_p \). If \( K \) is bounded, symmetric and has support equal to \([-1, 1]\), and if \( K(u) \geq C (1 - u^2)^s \) for constants \( C > 0 \) and \( s \geq 0 \), then a result of Widom & Wilf (1966) implies that

\[
\text{ev}_p(K) \sim B p^{1/2} \exp \left\{ - \left(1 + 2^{1/2}\right) p \right\} \tag{3.9}
\]

where \( B > 0 \). If \( K \) is the standard normal density,

\[
\text{ev}_p(K) \sim B p^{1/4} \exp \left( -2^{3/2} p^{1/2} \right) \tag{3.10}
\]
(Szegö (1936)), where $B = 2^{13/4} \pi^{3/2} e$.

Cases more general than the Gaussian, including those where $K(u) = B_1 \exp(-B_4 |u|^\alpha)$, with $B_1, B_4 > 0$ and $\alpha > 1$, have been discussed by Chen & Lubinsky (2004). From their results it can be seen that if $\alpha$ is not an odd integer,

$$\text{ev}_p(K) \sim p^{(\alpha-1)/(2\alpha)} \exp \left\{ -B_3 n^{(\alpha-1)/\alpha} + \sum_{j=1}^{[(\alpha-1)/2]} D_j p^{-(2j+1)/\alpha} \right\}, \quad (3.11)$$

where $[(a)]$ denotes the largest integer not exceeding $a$, $B_3 > 0$, $D_1, D_2, \ldots$ are nonzero constants (the values depending on $\alpha$, $B_1$ and $B_4$), and $D_1 > 0$; and if $\alpha$ is an odd integer then the same formula holds, with the constants having the same properties, provided that the last term in the series is replaced by a constant multiple of $\log p$. It is possible to develop versions of our results for cases represented by (3.11), but for the sake of brevity we do not.

### 3.3. Moment bounds relating to particular kernel functions.

If $s \geq 0$ is an integer then

$$\int_{-1}^{1} u^{2r} (1-u^2)^s \, du = 2 \int_{0}^{1} u^{2r} (1-u^2)^s \, du = \int_{0}^{1} v^r (1-v)^s v^{-1/2} \, dv$$

$$= B(r + \frac{1}{2}, s + 1) = \frac{\Gamma(r + \frac{1}{2}) \Gamma(s + 1)}{\Gamma(r + s + \frac{3}{2})} \sim \frac{s!}{r^{s+1}},$$

where the asymptotic result holds as $r \to \infty$ for $s$ fixed. Therefore, if $Z$ has density $K(u) = c_s (1-u^2)^s$ with support $[-1, 1]$, where $s \geq 1$ is an integer and $c_s$ is chosen so that $\int K(u) \, du = 1$, then $E(Z^{2r}) \sim c_s s!/r^{s+1}$ as $r$ diverges. Note too that if $Z$ has the standard normal distribution then

$$E(Z^{2r}) = (2r - 1)!! = \frac{(2r)!}{r! 2^r} \sim 2^{1/2} (2r/e)^{2r} (r/e)^{-r} 2^{-r} = 2^{1/2} (2r/e)^r.$$
Combining the results in this paragraph we deduce that, for integers \( r \geq 1 \),

\[
\kappa_{2r} \equiv \int u^{2r} K(u) \, du \leq \begin{cases} 
C_K r^{-(s+1)} & \text{if } K(u) = K_s(u) \\
C_K (2r/e)^r & \text{if } K(u) = (2\pi)^{-1/2} \exp\left(-\frac{1}{2} u^2\right),
\end{cases}
\]

(3.12)

where the constant \( C_K \) depends only on \( K \), and \( K_s \) is the kernel

\[
K_s(x) = c_s (1 - x^2)^s, \quad x \in [-1, 1],
\]

(3.13)

with \( c_s \) chosen so that \( \int K_s = 1 \). Analogous bounds for \( \int |u|^{2r} K(u) \, du \) hold when \( r \geq \frac{1}{2} \).

3.4. Properties of average summed squared error and mean integrated squared error. We take \( K \) to be a symmetric probability density having a bounded derivative on its support, and more particularly we suppose that, with \( \lambda_r = \sup_x |x|^r \{ K(x) + |K'(x)| \} \), the following is true:

either (a) \( \text{ev}_p(K) \geq B_1 p^{-B_2} \exp(-B_3 p), \lambda_p \leq B_1 \) and \( \kappa_{2r} \leq B_4 (2r)^{-(s+1)} \)

for \( r = \frac{1}{2}, 1, \frac{3}{2}, 2, \ldots \), for constants \( B_1, B_4, B_3 > 0 \) depending only on \( K \), and for an integer \( s \geq 0 \); or (b) \( \text{ev}_p(K) \geq B_1 p^{-B_2} \exp(-B_3 p^{1/2}), \lambda_p \leq B_4 p^{(s/2)} \) and \( \int |u|^{2r} K(u) \, du \leq B_4 (2B_5 r)^r \), for \( r = \frac{1}{2}, 1, \frac{3}{2}, 2, \ldots \) and for constants \( B_1, \ldots, B_5 > 0 \) depending only on \( K \).

(3.14)

The inequalities \( \lambda_p \leq B_1 \) and \( \lambda_p \leq B_4 p^{2p} \) are respectively satisfied for the kernels \( K_s(x) = c_s (1 - x^2)^s \) for \( x \in [-1, 1] \), and \( K(x) = (2\pi)^{-1/2} \exp\left(-\frac{1}{2} x^2\right) \) for \( x \in \mathbb{R} \). Properties (3.9), (3.10) and (3.12) motivate the other aspects of (3.14). More generally, (3.14)(a) holds if \( K = K_s \) (examples include the uniform kernel, with \( s = 0 \), the Epanechnikov kernel, with \( s = 1 \), and the biweight kernel, with \( s = 2 \)), and (3.14)(b) obtains if \( K \) is the standard normal kernel.
Of the function \( g \) we assume that, for constants \( B_6, B_7 > 0 \), and whenever \( j \geq 0 \),

\[
\sup_{x \in \mathcal{I}} |g^{(j)}(x)| \leq B_6 B_7^j,
\]

(3.15)

where \( \mathcal{I} \) is the support of the design density \( f_X \). Condition (3.15) clearly holds with \( B_7 = |C| \) if \( g(x) = \exp(C x) \) for a constant \( C \), and it also obtains if \( g \) is a trigonometric function; and it holds for \( B_7 > 1 \) in many other settings, for example if either \( g(x) = \exp\{\pi(x)\} \) and \( \pi \) is a polynomial, or \( g(x) = \exp\{\pi(|x|^\alpha)\} \) for some \( \alpha > 0 \), provided in the latter case that the compact interval \( \mathcal{I} \) does not contain the origin. See Appendix A. Therefore functions satisfying (3.15) can diverge exponentially fast in either tail, as well as being particularly smooth. This demonstrates that the class of functions we are considering is particularly rich.

Our assumptions of the design density \( f_X \), and the distribution of the experimental errors in the model at (2.1), are conventional:

\[
f_X \text{ is bounded away from zero on the compact interval } \mathcal{I}, \text{ vanishes outside that set, and has a bounded derivative on } \mathcal{I} \text{ if } f \text{ is considered to be restricted to that set; and } \epsilon_1, \epsilon_2, \ldots \text{ are independent and identically distributed with zero mean and uniformly bounded variances.}
\]

(3.16)

The following theorem describes properties of the local polynomial estimator \( \hat{g} \) for increasingly large values of the degree of the polynomial. It implies that, under conditions (3.14)–(3.16), \( \int_\mathcal{I} (\hat{g} - g)^2 \) and \( \hat{g}(x) - g(x) \) are respectively of orders \( n^{-(1-\delta)} \) and \( n^{-(1-\delta)/2} \) in probability, where in the case of \( \hat{g}(x) - g(x) \) the result holds for each \( x \in \mathcal{I} \), and where \( \delta = \delta(n) \) converges to zero as the degree \( p \) of the locally fitted polynomial increases. The theorem gives details of the appropriate sizes of \( p \) and the bandwidth, \( h \).

**Theorem 3.1.** Assume that (3.14)–(3.16) hold. (a) In the case of (3.14)(a), if \( p \sim \frac{1}{2} \{(\log n)/B_3\}^{1/2} \) and

\[
h^{2p+3} \approx n^{-1} p^{p+2} \exp(2 p B_3) \left[p/\{\exp(B_3 + 1) B_7\}\right]^{2p}
\]

(3.17)
then, for each \( x \in I \) and each uniformly bounded, nonnegative weight function \( w \),
\[
\frac{1}{n} \sum_{i: X_i \in I} \{ \hat{g}(X_i) - g(X_i) \}^2 w(X_i) = O_p(d_n),
\]
(3.18)
\[
\int_I (\hat{g} - g)^2 w = O_p(d_n), \quad \hat{g}(x) - g(x) = O_p(d_n^{1/2}),
\]
(3.19)
where \( d_n = n^{-1} \exp[2 (B_3 \log n)^{1/2} \{ 1 + o(1) \}] \).

(b) In the case of (3.14)(b), if \( p \sim \{(\log n)/\log \log n\}^{1/2} \) and \( h^{2p+3} \ll n^{-1} (B_7 e)^{-2p} p^{p+1} \) then, for each \( x \in I \), (3.18) and (3.19) hold with \( d_n = n^{-1} \exp[(\log n \cdot \log \log n)^{1/2} \{ 1 + o(1) \}] \).

3.5. Properties of cross-validation. For simplicity in this section we confine attention to the case where the error distribution is essentially bounded and the kernel is the \( s \)-weight kernel:

(a) the distribution of \( \epsilon_1, \epsilon_2, \ldots \) satisfies \( P(|\epsilon_i| \leq C) = 1 \) for a constant \( C > 0 \); and

(b) the kernel is \( K = K_s \), defined at (3.13).

Let \( S_0 \), depending on \( \eta_1, \eta_2, \eta_3 \in (0, 1), \eta_4 \in (0, 2) \) denote the set of pairs \((h, p)\) such that \( p \leq \eta_1^{-1} (\log n)^{1-n_2} \) and
\[
\eta_1 \max \left\{ n^{-1} p^{1/2} \exp \left\{ (1 + 2^{1/2}) p \right\}, n^{\eta_4 - 2/3} \right\} \leq h
\leq \eta_1^{-1} (\log n)^{-4-n_3} \exp \left\{ -2 \left( 1 + 2^{1/2} \right) p \right\}.
\]
(3.21)
If \( p \) is held fixed, and \( \eta_3 \) is sufficiently small, then \( S_0 \) includes all bandwidths of size \( n^{-(2p+3)}/2 \), which, for at least odd \( p \), would be the appropriate size of \( h \) if \( g \) had just \( p + 1 \) bounded derivatives.

As is well known, the asymptotic variance and squared bias of \( \hat{g} \) are of size \( (nh)^{-1} \) and \( h^{2(p+1)} \), respectively, provided that \( g \) has \( p + 1 \) bounded derivatives. Reflecting this fact, average summed squared error is of order \( (nh)^{-1} + h^{2(p+1)} \), in probability, as \( n \to \infty \). Arguments
similar to those leading to Theorem 3.1 show that this remains true, modulo multiplication by a function of $p$ that increases with $p$, if $p$ diverges sufficiently slowly as $n$ increases. Theorem 3.2, below, demonstrates that, for pairs $(h,p)$ in $S_0$, the cross-validation criterion $CV(h,p)$ captures average summed squared error, up to a remainder that is of strictly smaller order than $(nh)^{-1} + h^{2(p+1)}$, and a term $n^{-1} \sum_i e_i^2$ that depends on neither $h$ nor $p$.

Since we are confining attention to the case of the $s$-weight kernel, then part (a) of (3.14) holds without it being necessary to state it explicitly in the following theorem.

**Theorem 3.2.** If (3.15), (3.16) and (3.20) hold then, for some $\eta > 0$,

$$CV(h,p) = \left\{1 + O_p(h^{1/2} n^{-\eta})\right\} \frac{1}{n} \sum_{i=1}^n \left\{\hat{g}(X_i) - g(X_i)\right\}^2 + \frac{1}{n} \sum_{i=1}^n e_i^2$$

$$+ o_p\left\{(nh)^{-1} + h^{2(p+1)}\right\},$$

(3.22)

uniformly in $(h,p) \in S_0$.

The set $S_0$ does not include large bandwidths, and in particular, $h = \infty$ is not allowed. This makes it awkward to deduce, from our theory, the way in which the cross-validation criterion behaves for very large $h$. However, if $\hat{g}$ is a local polynomial estimator then, for any fixed but arbitrarily large $p$, we have, as $h \to \infty$ for a fixed sample,

$$CV(h,p) \to \frac{1}{n} \sum_{i=1}^n (Y_i - \hat{Y}_{ip,-i})^2,$$

where $\hat{Y}_{ip,-i}$ is a leave-one-out, global polynomial fit of degree $p$ to the mean of $Y_i$ given $X_i$.

Suppose that the true $g$ is a polynomial of degree $p_0$, say; call this model $M_1$. Then, if the degree $p$ of the local polynomial fit satisfies $p \geq p_0$, $\hat{g}$ is unbiased for all choices of $h > 0$, and the variance of $\hat{g}$ is minimised by taking $p = p_0$ and $h = \infty$. Still treating the case of model $M_1$, if $p$ is held fixed at a value greater than or equal to $p_0$, then the value of $h$ that minimises $CV(h,p)$ is finite with positive probability, and the same is true if $h$ and $p$ are allowed to vary together.
To appreciate why, let us suppose that the density of the distribution of the experimental errors \( \epsilon_i \) is continuous and strictly positive on the entire real line, and let \( M_2 \) be a model where \( g \) is a very smooth function not representable as a polynomial, for example the standard normal density function. Then there is a nonzero probability that data pairs \((X_1, Y_1), \ldots, (X_n, Y_n)\), drawn under \( M_1 \), more closely resemble pairs from the incorrect model \( M_2 \), where “more closely resemble” can be interpreted in any of many ways, for example in terms of the likelihood ratio statistic for testing \( M_1 \) against \( M_2 \). Therefore, there is positive probability that the pair \((h, p)\) that minimises \( CV(h, p) \) has properties that would arise for \( M_2 \) rather than for \( M_1 \). Those properties include a recommendation by cross-validation that tuning parameter choices reflect bias, even in cases where \( \hat{g} \) is unbiased. In the presence of bias, choosing a finite \( h \) reflects a bias-variance trade-off similar to that found when using shrinkage methods.

3.6. **Relationship between Theorems 3.1 and 3.2.** We claim that values of the pair \((h, p)\) reported in part (a) of Theorem 3.1 lie in the set \( S_0 \) that is addressed by Theorem 3.2. Therefore the latter theorem shows that cross-validation correctly captures the main effects of average summed squared error, up to terms that either do not depend on \( h \) or \( p \), or are of strictly smaller order than \((nh)^{-1} + h^{2(p+1)}\) for such values of \((h, p)\).

To appreciate that this is correct, note that if \( K = K_s \), and \( p \) satisfies

\[
p \sim \frac{1}{2} \{(\log n)/(1 + 2^{1/2})\}^{1/2},
\]

as asserted in part (a) of Theorem 3.1 (recall from (3.9) that \( B_3 = 1 + 2^{1/2} \)), then by (3.17),

\[
h \asymp n^{-1/(2p+3)} p \asymp (\log n)^{1/2} \exp \left[ - \{1 + o(1)\} \left(1 + 2^{1/2}\right)^{1/2} (\log n)^{1/2} \right].
\]

(3.24)

The upper bound to \( h \) in (3.21), which can be written as a constant multiple of

\[
(\log n)^{-4-\eta_3} \exp \left\{ - 2 \left(1 + 2^{1/2}\right) p \right\} = \exp \left[ - \{1 + o(1)\} \left(1 + 2^{1/2}\right)^{1/2} (\log n)^{1/2} \right],
\]
encompasses bandwidths of this size. (To appreciate why, note that for each \( c_1, c_2, C > 0 \), \((\log n)^{c_1}\) is of strictly smaller order than \( \exp\{C (\log n)^{c_2}\}\).) Therefore, bandwidths satisfying (3.24) are included among those which, for \( p \) satisfying (3.23), enjoy (3.21).

3.7. **Assumption of boundedness in** (3.20). The assumption that the random variables \( \epsilon_i \) are essentially bounded can be relaxed at the expense of a more complex Theorem 3.2 and a longer proof. This is straightforward if one has in mind a particular distribution for the errors, for example a normal distribution. In the present subsection we briefly outline the changes that are necessary, to both the theorem and its derivation, if we weaken the assumption of boundedness in more general cases, nevertheless including the normal.

Consider imposing the condition that, for a sequence of positive constants \( \beta_n \) increasing to infinity as \( n \to \infty \),

\[
P(|\epsilon_i| > \beta_n) = o(n^{-1}).
\]

(3.25)

Then \( P(\max_{1 \leq i \leq n} |\epsilon_i| \leq \beta_n) \to 1 \) as \( n \to \infty \), and so if we were to replace each \( \epsilon_i \), among the errors \( \epsilon_1, \ldots, \epsilon_n \), by \( \epsilon'_i = \epsilon_i I(|\epsilon_i| \leq \beta_n) \), then the probability that the resulting new version of \( CV(h, p) \) would assume a different value for some pair \((h, p)\), compared with the value it would take for the original sequence \( \epsilon_1, \ldots, \epsilon_n \), would converge to zero as \( n \to \infty \). Of course, the variables \( \epsilon'_i \) are no longer centred, and so to conduct the proof of the new version of Theorem 3.2 we would have to centre each \( \epsilon'_i \), changing the model at (2.1) to

\[
Y_i = g(X_i) + \gamma_n + \epsilon''_i,
\]

(3.26)

where \( \gamma_n = E\{\epsilon I(|\epsilon| \leq \beta_n)\} = -E\{\epsilon I(|\epsilon| > \beta_n)\} \) and \( \epsilon''_i = \epsilon'_i - E(\epsilon'_i) = \epsilon'_i - \gamma_n \).

In consequence of the switch from (2.1) to (3.26), the result that we obtain if we pursue the new proof has, in place of the current right-hand side of (3.22), the quantity

\[
\left\{ 1 + O_p(h^{1/2} n^{-\eta}) \right\} \frac{1}{n} \sum_{i=1}^{n} \left\{ \hat{g}(X_i) + \gamma_n - g(X_i) \right\}^2 + \frac{1}{n} \sum_{i=1}^{n} (\epsilon_i - \gamma_n)^2 + o_p\{ (nh)^{-1} + h^{2(p+1)} \}.
\]

(3.27)
In principle, \( \sum_i (\epsilon_i - \gamma_n)^2 \) here should actually be \( \sum_i (\epsilon_i')^2 = \sum_i (\epsilon_i' - \gamma_n)^2 \), but since the probability that \( \epsilon_i' = \epsilon_i \), for each \( i \) in the range \( 1 \leq i \leq n \), converges to 1 as \( n \to \infty \), then we do not commit an error if we make the change.

Provided that \( \beta_n \to \infty \) sufficiently quickly to ensure not only that (3.25) holds, but also

\[
|E\{\epsilon I(|\epsilon| > \beta_n)\}| = O\left(n^{-(1+\eta)/2}\right),
\]

(3.28)

where \( \eta \) is as in (3.22), we can deduce that the quantity at (3.27) equals

\[
\{1 + O_p(h^{1/2} n^{-\eta})\} \frac{1}{n} \sum_{i=1}^{n} \{g(X_i) - g(X_i)^2 + \frac{1}{n} \sum_{i=1}^{n} (\epsilon_i - \gamma_n)^2 + o_p\{n h^{-1} + h^{2(p+1)}\} \right\}. \]

(3.29)

That is, we can drop the quantity \( \gamma_n \) at the point where it “corrupts” the conventional mean summed squared error (MSSE), and return to the standard form of MSSE. To appreciate why (3.29) follows from (3.27) and (3.28), note that if \( \Delta_i = \hat{g}(X_i) - g(X_i) \) then the “corrupted” MSSE in (3.27) can be written as the conventional MSSE, plus \( 2 (\gamma_n/n) \sum_i \Delta_i + \gamma_n^2 \); that \( \gamma_n^2 = o(n^{-1}) \); and that

\[
\frac{\gamma_n}{n} \sum_{i=1}^{n} \Delta_i \leq \gamma_n \left( \frac{1}{n} \sum_{i=1}^{n} \Delta_i^2 \right)^{1/2} \leq h^{1/2} n^{-\eta} \frac{1}{n} \sum_{i=1}^{n} \Delta_i^2 + h^{-1/2} n^\eta \gamma_n^2
\]

\[= O(h^{1/2} n^{-\eta}) \text{ MSSE} + O(h^{-1/2} n^\eta) = O(h^{1/2} n^{-\eta}) \text{ MSSE} + o\{n h^{-1}\}, \]

where the second-last identity uses (3.28).

The fact that the term \( n^{-1} \sum_i (\epsilon_i - \gamma_n)^2 \) in (3.29) continues to involve \( \gamma_n \) is of no consequence, since \( \gamma_n \) does not depend on \( h \). Therefore, the argument above shows that the version of (3.22) that holds, if we replace the boundedness assumption in (3.20) by both (3.25) and (3.28), is, for all practical purposes, the same as before. If \( P(|\epsilon| > u) = O\{\exp(-C_1 u^c)\} \) as \( u \) increases, for constants \( C_1, c > 0 \), then both (3.25) and (3.28) hold if we take \( \beta_n \geq C_2 (\log n)^{1/c} \), where the constant \( C_2 \) depends on \( C_1 \) and \( c \).
A proof of the new version of Theorem 3.2 follows closely that of the original version, the main change being that bounds for $2^r$th moments of quantities such as $|\epsilon|$ or $|g(X_i) - \tilde{g}_{-i}(X_i)|$ have to be multiplied by $\beta_n 2^r$. The net result is that in the inequalities (3.21), which together determine the range of values of $h$, for given $p$, for which Theorem 3.2 applies, the upper bound to $h$ should be multiplied by $\beta_n^{-1}$. If $\beta_n$ is no larger than a constant multiple of a power of log $n$, as in the example treated in the last sentence of the previous paragraph, then the discussion in section 3.6 remains valid without change.

3.8. Proofs of Theorems 3.1 and 3.2. Detailed proofs of these results are given respectively in Appendix B in this paper, and Appendix C in a longer version (Hall & Racine 2013). The first two steps in the proof in Appendix C establish moment bounds for different parts of the cross-validation criterion; step 3 uses these results, and properties of Hankel matrices, to derive bounds for $\hat{g} - \hat{g}_{-i}$ and $\tilde{g} - \tilde{g}_{-i}$, where $\tilde{g} = E(\hat{g} | \mathcal{X})$, $\tilde{g}_{-i} = E(\hat{g}_{-i} | \mathcal{X})$, and $\mathcal{X} = \{X_1, \ldots, X_n\}$; and subsequent steps apply these bounds to establish Theorem 3.2.

4. Finite-Sample Performance

In this section we summarize simulations designed to assess the finite-sample performance of the proposed approach. All computation was conducted in R Version 3.0.1 (R Core Team (2013)). A second order standard normal kernel was used throughout. Before proceeding, a few words on the numerical optimisation of $CV(p, h)$ defined in (2.7) are in order as this objective function is nonsmooth and non-differentiable with respect to $p$, hence minimisation of $CV(p, h)$ involves constrained mixed integer optimisation which is known to be computationally challenging ($p \geq 0$ is an integer, $h \geq 0$ is real-valued). For what follows we adopt the ‘Nonsmooth Optimisation by Mesh Adaptive Direct Search’ (NOMAD) approach proposed by Abramson, Audet, Couture, Dennis Jr. & Le Digabel (2011) which is implemented in the R package ‘crs’ (Racine & Nie (2012)). The NOMAD library is an open source C++ implementation of the ‘Mesh Adaptive Direct Search’ (MADS) algorithm designed for constrained optimisation of blackbox functions, and is without peer for the optimisation problem
we wish to solve. Of course, as pointed out by an anonymous referee, in the univariate case one could alternatively choose a range of positive integers for \( p \), say, \( p = \{0, 1, \ldots, m\} \), then for each \( p \), one could minimize \( CV_p(h) \), and obtain \( \hat{h}_p \), then select \( \hat{h}_p \) and \( \hat{p} \) given by 
\[
\arg\min_{p,h}\{CV_0(h), CV_1(h), CV_m(h)\}.
\]
Either approach would be perfectly acceptable here, however, when \( m \) becomes large mixed-integer search may in fact be substantially faster (not all values of \( CV_p(h), p = \{0, 1, \ldots, m\} \), need be computed).

We consider four DGPs which include a simple low order polynomial, a periodic function, the ‘Bump’ function, and the Doppler function defined as follows:

- **Polynomial:** \( g(X_i) = X_i + X_i^2 \),
- **sin:** \( g(X_i) = \sin(2\pi X_i) \),
- **Bump:** \( g(X_i) = e^{-32(X_i-0.5)^2} + 2X_i - 1 \),
- **Doppler:** \( g(X_i) = \sqrt{X_i(1-X_i)} \times \sin \left( \frac{2\pi(1+2^{-7/5})}{X_i+2^{-7/5}} \right) \).

For the polynomial DGP \( X_i \sim U[-2,2] \) while for the remaining DGPs \( X_i \sim U[0,1] \). We divide the signal component \( g(X_i) \) for each DGP by its standard deviation \( \sigma_{g(X_i)} \) to control the signal/noise ratio, generate \( Y_i = g(X_i)/\sigma_{g(X_i)} + \epsilon_i \) and let \( \epsilon_i \sim N(0,\sigma^2) \) with \( \sigma = 0.25, 0.50, 1.00, 2.00. \) This standardization delivers an expected \( R^2 \) for the Oracle estimator of 0.95, 0.80, 0.50 and 0.20, respectively. Figure 1 presents a random sample drawn from each DGP along with the true DGP and the fit determined by the proposed method for \( n = 1,600 \) and \( \sigma = 0.50 \).

For the simulations that follow we consider samples of size \( n = 100, 200, 400, 800, 1600, 3200 \) and consider \( M = 1,000 \) draws from each of the DGPs outlined above. For comparison purposes we consider local polynomial estimators of fixed (ad hoc) order \( p = 0, 1, \ldots, 10 \). Results are summarized in tables 1 through 3. Rates of convergence are then obtained from the regression of \( \log(\text{RMSE}) \) on \( \log(n) \) and a constant, the coefficient on \( \log(n) \) being the

\[\text{Full simulation results are available upon request and are not included here for space considerations.}\]
Figure 1. One random sample drawn from the simulated DGPs along with the proposed estimator, $n = 1,600$, $\sigma = 0.50$.

‘realized’ rate of convergence. This can be compared with that for the local constant and local linear variants that are widely found in applied settings and possess theoretical RMSEs of $O(n^{-0.4})$ (we report the value of $\alpha$, the coefficient on $\log(n)$ which can then be compared with the benchmark $-0.4$). We also assess the relative efficiency of the ad hoc deterministic polynomials versus the proposed approach by reporting their relative mean RMSE values for the $M$ Monte Carlo replications.

Table 1 summarizes the mean values of the cross-validated polynomial degree $p$ and bandwidth $h$ for two representative simulations ($\sigma = 0.50, 1.00$). It can be seen that for the polynomial DGP the mean value of the cross-validated $p$ is slightly greater than that for the true polynomial while the median is equal to that for the true polynomial (not reported for space considerations). The largest values of $h$ are selected for the polynomial DGP, the smallest for the Doppler DGP. For the non-polynomial DGPs it is evident that the value of
Table 1. Mean degree and bandwidth for proposed estimator over $M = 1,000$ Monte Carlo replications.

<table>
<thead>
<tr>
<th>$n$</th>
<th>Degree</th>
<th>Bandwidth</th>
<th>$n$</th>
<th>Degree</th>
<th>Bandwidth</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Polynomial, $\sigma = 0.50$</td>
<td></td>
<td></td>
<td>Polynomial, $\sigma = 1.00$</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>2.5</td>
<td>728.5</td>
<td>100</td>
<td>2.4</td>
<td>693.8</td>
</tr>
<tr>
<td>200</td>
<td>2.4</td>
<td>779.4</td>
<td>200</td>
<td>2.3</td>
<td>762.6</td>
</tr>
<tr>
<td>400</td>
<td>2.5</td>
<td>773.6</td>
<td>400</td>
<td>2.4</td>
<td>746.7</td>
</tr>
<tr>
<td>800</td>
<td>2.4</td>
<td>758.3</td>
<td>800</td>
<td>2.4</td>
<td>735.7</td>
</tr>
<tr>
<td>1600</td>
<td>2.4</td>
<td>791.1</td>
<td>1600</td>
<td>2.4</td>
<td>797.4</td>
</tr>
<tr>
<td>3200</td>
<td>2.4</td>
<td>762.4</td>
<td>3200</td>
<td>2.4</td>
<td>755.7</td>
</tr>
<tr>
<td></td>
<td>sin, $\sigma = 0.50$</td>
<td></td>
<td></td>
<td>sin, $\sigma = 1.00$</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>3.7</td>
<td>138.0</td>
<td>100</td>
<td>3.1</td>
<td>143.2</td>
</tr>
<tr>
<td>200</td>
<td>3.9</td>
<td>149.2</td>
<td>200</td>
<td>3.2</td>
<td>159.7</td>
</tr>
<tr>
<td>400</td>
<td>4.5</td>
<td>164.1</td>
<td>400</td>
<td>3.6</td>
<td>153.2</td>
</tr>
<tr>
<td>800</td>
<td>4.9</td>
<td>172.3</td>
<td>800</td>
<td>4.1</td>
<td>159.7</td>
</tr>
<tr>
<td>1600</td>
<td>4.9</td>
<td>174.2</td>
<td>1600</td>
<td>4.5</td>
<td>160.3</td>
</tr>
<tr>
<td>3200</td>
<td>5.0</td>
<td>180.3</td>
<td>3200</td>
<td>4.6</td>
<td>161.0</td>
</tr>
<tr>
<td></td>
<td>Bump, $\sigma = 0.50$</td>
<td></td>
<td></td>
<td>Bump, $\sigma = 1.00$</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>3.2</td>
<td>66.9</td>
<td>100</td>
<td>2.1</td>
<td>74.7</td>
</tr>
<tr>
<td>200</td>
<td>3.4</td>
<td>66.8</td>
<td>200</td>
<td>2.5</td>
<td>78.3</td>
</tr>
<tr>
<td>400</td>
<td>4.0</td>
<td>66.6</td>
<td>400</td>
<td>2.7</td>
<td>64.1</td>
</tr>
<tr>
<td>800</td>
<td>4.6</td>
<td>82.8</td>
<td>800</td>
<td>3.2</td>
<td>69.7</td>
</tr>
<tr>
<td>1600</td>
<td>5.1</td>
<td>79.9</td>
<td>1600</td>
<td>3.4</td>
<td>60.4</td>
</tr>
<tr>
<td>3200</td>
<td>5.3</td>
<td>82.3</td>
<td>3200</td>
<td>4.1</td>
<td>71.4</td>
</tr>
<tr>
<td></td>
<td>Doppler, $\sigma = 0.50$</td>
<td></td>
<td></td>
<td>Doppler, $\sigma = 1.00$</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>10.4</td>
<td>35.7</td>
<td>100</td>
<td>6.7</td>
<td>41.2</td>
</tr>
<tr>
<td>200</td>
<td>10.8</td>
<td>43.4</td>
<td>200</td>
<td>9.1</td>
<td>63.9</td>
</tr>
<tr>
<td>400</td>
<td>10.8</td>
<td>61.1</td>
<td>400</td>
<td>10.0</td>
<td>62.9</td>
</tr>
<tr>
<td>800</td>
<td>11.5</td>
<td>74.9</td>
<td>800</td>
<td>11.2</td>
<td>75.1</td>
</tr>
<tr>
<td>1600</td>
<td>12.8</td>
<td>61.7</td>
<td>1600</td>
<td>11.7</td>
<td>80.1</td>
</tr>
<tr>
<td>3200</td>
<td>13.7</td>
<td>35.4</td>
<td>3200</td>
<td>12.6</td>
<td>66.7</td>
</tr>
</tbody>
</table>

$p$ chosen by cross-validation increases with $n$, while for the polynomial DGP it appears to be stable with respect to $n$, as expected.

Table 2 summarizes the realized rates of convergence computed from the $M$ Monte Carlo replications for each DGP. First, recall that the theoretical rate of convergence of the popular local constant ($p = 0$) and local linear ($p = 1$) estimators is of $O(n^{-0.40})$ which is borne out by the simulations, though the rate of convergence of the local linear estimator is slightly higher than theory predicts for all but the Doppler DGP. For the proposed estimator it is evident
Table 2. Realized rate of convergence (i.e. $-\alpha$ for $O(n^{-\alpha})$) of the proposed estimator (‘glp’) and deterministic estimators ($p = 0, 1, \ldots$) over $M = 1,000$ Monte Carlo replications.

<table>
<thead>
<tr>
<th>$\sigma$</th>
<th>glp $p = 0$</th>
<th>glp $p = 1$</th>
<th>glp $p = 2$</th>
<th>glp $p = 3$</th>
<th>glp $p = 4$</th>
<th>glp $p = 5$</th>
<th>glp $p = 6$</th>
<th>glp $p = 7$</th>
<th>glp $p = 8$</th>
<th>glp $p = 9$</th>
<th>glp $p = 10$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.25</td>
<td>-0.50</td>
<td>-0.39</td>
<td>-0.42</td>
<td>-0.49</td>
<td>-0.49</td>
<td>-0.49</td>
<td>-0.50</td>
<td>-0.50</td>
<td>-0.50</td>
<td>-0.50</td>
<td>-0.50</td>
</tr>
<tr>
<td>0.50</td>
<td>-0.51</td>
<td>-0.39</td>
<td>-0.43</td>
<td>-0.49</td>
<td>-0.50</td>
<td>-0.50</td>
<td>-0.51</td>
<td>-0.51</td>
<td>-0.51</td>
<td>-0.51</td>
<td>-0.50</td>
</tr>
<tr>
<td>1.00</td>
<td>-0.50</td>
<td>-0.40</td>
<td>-0.44</td>
<td>-0.50</td>
<td>-0.50</td>
<td>-0.50</td>
<td>-0.51</td>
<td>-0.51</td>
<td>-0.51</td>
<td>-0.51</td>
<td>-0.50</td>
</tr>
<tr>
<td>2.00</td>
<td>-0.51</td>
<td>-0.41</td>
<td>-0.45</td>
<td>-0.50</td>
<td>-0.50</td>
<td>-0.50</td>
<td>-0.51</td>
<td>-0.51</td>
<td>-0.51</td>
<td>-0.51</td>
<td>-0.50</td>
</tr>
<tr>
<td>0.25</td>
<td>-0.49</td>
<td>-0.40</td>
<td>-0.42</td>
<td>-0.45</td>
<td>-0.47</td>
<td>-0.47</td>
<td>-0.49</td>
<td>-0.50</td>
<td>-0.50</td>
<td>-0.50</td>
<td>-0.51</td>
</tr>
<tr>
<td>0.50</td>
<td>-0.50</td>
<td>-0.40</td>
<td>-0.43</td>
<td>-0.46</td>
<td>-0.46</td>
<td>-0.48</td>
<td>-0.49</td>
<td>-0.50</td>
<td>-0.50</td>
<td>-0.50</td>
<td>-0.50</td>
</tr>
<tr>
<td>1.00</td>
<td>-0.49</td>
<td>-0.40</td>
<td>-0.43</td>
<td>-0.47</td>
<td>-0.44</td>
<td>-0.46</td>
<td>-0.50</td>
<td>-0.51</td>
<td>-0.51</td>
<td>-0.51</td>
<td>-0.50</td>
</tr>
<tr>
<td>2.00</td>
<td>-0.46</td>
<td>-0.41</td>
<td>-0.45</td>
<td>-0.48</td>
<td>-0.44</td>
<td>-0.47</td>
<td>-0.49</td>
<td>-0.51</td>
<td>-0.51</td>
<td>-0.51</td>
<td>-0.51</td>
</tr>
<tr>
<td>0.25</td>
<td>-0.48</td>
<td>-0.42</td>
<td>-0.42</td>
<td>-0.46</td>
<td>-0.46</td>
<td>-0.47</td>
<td>-0.47</td>
<td>-0.48</td>
<td>-0.47</td>
<td>-0.47</td>
<td>-0.48</td>
</tr>
<tr>
<td>0.50</td>
<td>-0.47</td>
<td>-0.42</td>
<td>-0.43</td>
<td>-0.46</td>
<td>-0.46</td>
<td>-0.48</td>
<td>-0.47</td>
<td>-0.47</td>
<td>-0.48</td>
<td>-0.49</td>
<td>-0.50</td>
</tr>
<tr>
<td>1.00</td>
<td>-0.46</td>
<td>-0.42</td>
<td>-0.44</td>
<td>-0.47</td>
<td>-0.46</td>
<td>-0.46</td>
<td>-0.46</td>
<td>-0.48</td>
<td>-0.50</td>
<td>-0.50</td>
<td>-0.50</td>
</tr>
<tr>
<td>2.00</td>
<td>-0.44</td>
<td>-0.42</td>
<td>-0.43</td>
<td>-0.45</td>
<td>-0.44</td>
<td>-0.45</td>
<td>-0.47</td>
<td>-0.49</td>
<td>-0.50</td>
<td>-0.51</td>
<td>-0.51</td>
</tr>
<tr>
<td>0.25</td>
<td>-0.48</td>
<td>-0.42</td>
<td>-0.40</td>
<td>-0.42</td>
<td>-0.45</td>
<td>-0.46</td>
<td>-0.47</td>
<td>-0.44</td>
<td>-0.39</td>
<td>-0.39</td>
<td>-0.39</td>
</tr>
<tr>
<td>0.50</td>
<td>-0.47</td>
<td>-0.40</td>
<td>-0.40</td>
<td>-0.42</td>
<td>-0.44</td>
<td>-0.45</td>
<td>-0.47</td>
<td>-0.44</td>
<td>-0.42</td>
<td>-0.42</td>
<td>-0.42</td>
</tr>
<tr>
<td>1.00</td>
<td>-0.47</td>
<td>-0.40</td>
<td>-0.40</td>
<td>-0.43</td>
<td>-0.44</td>
<td>-0.46</td>
<td>-0.47</td>
<td>-0.47</td>
<td>-0.47</td>
<td>-0.47</td>
<td>-0.46</td>
</tr>
<tr>
<td>2.00</td>
<td>-0.45</td>
<td>-0.39</td>
<td>-0.40</td>
<td>-0.43</td>
<td>-0.43</td>
<td>-0.44</td>
<td>-0.45</td>
<td>-0.46</td>
<td>-0.47</td>
<td>-0.47</td>
<td>-0.47</td>
</tr>
</tbody>
</table>

Table 3 summarizes the efficiencies (ratio of RMSEs) of the ad hoc deterministic local polynomial estimator relative to the proposed estimator (numbers $\geq 1$ indicate higher mean RMSE of the ad hoc local polynomial estimator with $p$ equal to the column heading). Note that there will be some (unknown) deterministic value of $p$ for each DGP and sample size that

that for the polynomial and periodic DGPs the realized rate is equal to the parametric rate for the Oracle estimator, $O(n^{-0.5})$. Note also that the rate of convergence of the proposed estimator improves upon that for local constant and local linear variants. Finally, it is evident that as $p$ increases, the rate of the ad hoc (deterministic $p$) local polynomial estimator approaches the parametric rate for the Oracle estimator. Regarding this last observation, why not then simply use a large (ad hoc) value of $p$ in applied settings? The answer will be apparent when we examine relative efficiency, to which we now turn.

Table 3 summarizes the efficiencies (ratio of RMSEs) of the ad hoc deterministic local polynomial estimator relative to the proposed estimator (numbers $\geq 1$ indicate higher mean RMSE of the ad hoc local polynomial estimator with $p$ equal to the column heading). Note that there will be some (unknown) deterministic value of $p$ for each DGP and sample size that
Table 3. Mean relative efficiency (ratio of mean RMSE) of the ad hoc deterministic local polynomial versus the proposed estimator over $M = 1,000$ Monte Carlo replications (numbers $\geq 1$ indicate higher mean RMSE of the ad hoc local polynomial estimator with $p$ equal to the column heading).

<table>
<thead>
<tr>
<th>$n$</th>
<th>$p = 0$</th>
<th>$p = 1$</th>
<th>$p = 2$</th>
<th>$p = 3$</th>
<th>$p = 4$</th>
<th>$p = 5$</th>
<th>$p = 6$</th>
<th>$p = 7$</th>
<th>$p = 8$</th>
<th>$p = 9$</th>
<th>$p = 10$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Polynomial, $\sigma = 0.50$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>1.35</td>
<td>1.11</td>
<td>0.88</td>
<td>0.97</td>
<td>1.07</td>
<td>1.15</td>
<td>1.25</td>
<td>1.35</td>
<td>1.44</td>
<td>1.50</td>
<td>1.53</td>
</tr>
<tr>
<td>200</td>
<td>1.47</td>
<td>1.20</td>
<td>0.91</td>
<td>1.01</td>
<td>1.10</td>
<td>1.19</td>
<td>1.28</td>
<td>1.36</td>
<td>1.44</td>
<td>1.51</td>
<td>1.58</td>
</tr>
<tr>
<td>400</td>
<td>1.56</td>
<td>1.24</td>
<td>0.91</td>
<td>1.00</td>
<td>1.09</td>
<td>1.17</td>
<td>1.26</td>
<td>1.34</td>
<td>1.42</td>
<td>1.49</td>
<td>1.56</td>
</tr>
<tr>
<td>800</td>
<td>1.74</td>
<td>1.35</td>
<td>0.92</td>
<td>1.02</td>
<td>1.11</td>
<td>1.20</td>
<td>1.28</td>
<td>1.37</td>
<td>1.45</td>
<td>1.53</td>
<td>1.60</td>
</tr>
<tr>
<td>1600</td>
<td>1.85</td>
<td>1.40</td>
<td>0.93</td>
<td>1.01</td>
<td>1.09</td>
<td>1.18</td>
<td>1.27</td>
<td>1.35</td>
<td>1.44</td>
<td>1.51</td>
<td>1.57</td>
</tr>
<tr>
<td>3200</td>
<td>2.04</td>
<td>1.50</td>
<td>0.94</td>
<td>1.03</td>
<td>1.11</td>
<td>1.20</td>
<td>1.28</td>
<td>1.37</td>
<td>1.45</td>
<td>1.52</td>
<td>1.58</td>
</tr>
<tr>
<td></td>
<td>sin, $\sigma = 0.50$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>1.10</td>
<td>1.02</td>
<td>0.90</td>
<td>0.92</td>
<td>0.94</td>
<td>0.94</td>
<td>1.02</td>
<td>1.08</td>
<td>1.15</td>
<td>1.20</td>
<td>1.25</td>
</tr>
<tr>
<td>200</td>
<td>1.17</td>
<td>1.06</td>
<td>0.92</td>
<td>0.96</td>
<td>0.95</td>
<td>0.92</td>
<td>0.99</td>
<td>1.06</td>
<td>1.13</td>
<td>1.18</td>
<td>1.23</td>
</tr>
<tr>
<td>400</td>
<td>1.27</td>
<td>1.14</td>
<td>0.96</td>
<td>1.01</td>
<td>0.99</td>
<td>0.94</td>
<td>1.00</td>
<td>1.07</td>
<td>1.13</td>
<td>1.18</td>
<td>1.24</td>
</tr>
<tr>
<td>800</td>
<td>1.36</td>
<td>1.19</td>
<td>0.99</td>
<td>1.04</td>
<td>1.01</td>
<td>0.95</td>
<td>1.02</td>
<td>1.08</td>
<td>1.14</td>
<td>1.20</td>
<td>1.25</td>
</tr>
<tr>
<td>1600</td>
<td>1.47</td>
<td>1.26</td>
<td>1.02</td>
<td>1.05</td>
<td>1.01</td>
<td>0.96</td>
<td>1.02</td>
<td>1.08</td>
<td>1.15</td>
<td>1.20</td>
<td>1.26</td>
</tr>
<tr>
<td>3200</td>
<td>1.54</td>
<td>1.30</td>
<td>1.03</td>
<td>1.06</td>
<td>1.01</td>
<td>0.96</td>
<td>1.02</td>
<td>1.06</td>
<td>1.12</td>
<td>1.17</td>
<td>1.21</td>
</tr>
<tr>
<td></td>
<td>Bump, $\sigma = 0.50$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>0.93</td>
<td>0.94</td>
<td>0.92</td>
<td>0.97</td>
<td>0.98</td>
<td>1.00</td>
<td>0.99</td>
<td>1.04</td>
<td>1.07</td>
<td>1.12</td>
<td>1.16</td>
</tr>
<tr>
<td>200</td>
<td>0.96</td>
<td>0.96</td>
<td>0.93</td>
<td>0.98</td>
<td>0.99</td>
<td>1.01</td>
<td>1.00</td>
<td>1.04</td>
<td>1.05</td>
<td>1.09</td>
<td>1.13</td>
</tr>
<tr>
<td>400</td>
<td>0.98</td>
<td>0.98</td>
<td>0.92</td>
<td>0.96</td>
<td>0.96</td>
<td>1.01</td>
<td>1.02</td>
<td>1.03</td>
<td>1.02</td>
<td>1.06</td>
<td>1.09</td>
</tr>
<tr>
<td>800</td>
<td>1.02</td>
<td>1.01</td>
<td>0.93</td>
<td>0.97</td>
<td>0.96</td>
<td>1.00</td>
<td>1.03</td>
<td>1.03</td>
<td>1.01</td>
<td>1.05</td>
<td>1.07</td>
</tr>
<tr>
<td>1600</td>
<td>1.06</td>
<td>1.04</td>
<td>0.93</td>
<td>0.97</td>
<td>0.96</td>
<td>1.00</td>
<td>1.02</td>
<td>1.03</td>
<td>1.03</td>
<td>1.04</td>
<td>1.05</td>
</tr>
<tr>
<td>3200</td>
<td>1.10</td>
<td>1.07</td>
<td>0.94</td>
<td>0.97</td>
<td>0.95</td>
<td>0.99</td>
<td>1.00</td>
<td>1.02</td>
<td>1.03</td>
<td>1.03</td>
<td>1.01</td>
</tr>
<tr>
<td></td>
<td>Doppler, $\sigma = 0.50$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>1.08</td>
<td>1.05</td>
<td>1.02</td>
<td>1.04</td>
<td>1.04</td>
<td>1.05</td>
<td>1.03</td>
<td>1.00</td>
<td>0.98</td>
<td>0.97</td>
<td>0.97</td>
</tr>
<tr>
<td>200</td>
<td>1.15</td>
<td>1.11</td>
<td>1.05</td>
<td>1.04</td>
<td>1.05</td>
<td>1.04</td>
<td>0.99</td>
<td>0.98</td>
<td>0.97</td>
<td>0.97</td>
<td>0.97</td>
</tr>
<tr>
<td>400</td>
<td>1.21</td>
<td>1.18</td>
<td>1.09</td>
<td>1.08</td>
<td>1.07</td>
<td>1.06</td>
<td>1.05</td>
<td>1.00</td>
<td>0.99</td>
<td>0.98</td>
<td>0.98</td>
</tr>
<tr>
<td>800</td>
<td>1.27</td>
<td>1.23</td>
<td>1.11</td>
<td>1.10</td>
<td>1.07</td>
<td>1.05</td>
<td>1.04</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>0.98</td>
</tr>
<tr>
<td>1600</td>
<td>1.36</td>
<td>1.28</td>
<td>1.15</td>
<td>1.12</td>
<td>1.10</td>
<td>1.06</td>
<td>1.04</td>
<td>1.05</td>
<td>1.08</td>
<td>1.08</td>
<td>1.02</td>
</tr>
<tr>
<td>3200</td>
<td>1.37</td>
<td>1.34</td>
<td>1.19</td>
<td>1.16</td>
<td>1.12</td>
<td>1.07</td>
<td>1.05</td>
<td>1.08</td>
<td>1.15</td>
<td>1.14</td>
<td>1.13</td>
</tr>
</tbody>
</table>

will be optimal and were one to use this value rather than the stochastic choice one would naturally dominate estimators that do not make use of this information. But in general the optimal value of $p$ is unknown and varies substantially (see e.g. Table 1 where, depending on $n$, the optimal value of $p$ ranges from 2 through $>10$). It can be seen that the relative efficiencies of the local constant ($p = 0$) and local linear ($p = 1$) variants are $\geq 1$ (with
the exception of the Bump DGP for small samples i.e. when \( n \leq 400 \). Furthermore, their relative efficiencies deteriorate uniformly as \( n \) increases. Finally, it is clear that setting \( p \) in an ad hoc manner to some large value cannot be justified on efficiency grounds. These simulations suggest that the proposed method can lead to substantial improvements in the behaviour of local polynomial kernel regression via data-driven choice of both the polynomial degree \( p \) and bandwidth \( h \), particularly with respect to the local constant \((p = 0)\) and local linear \((p = 1)\) variants that are dominant in applied settings.

5. Concluding Remarks

We present a data-adaptive method for local polynomial estimation that jointly determines the bandwidth and the degree of the local polynomial via cross-validation. Theoretical underpinnings are provided, while simulations demonstrate finite-sample gains arising from the proposed method relative to ad-hoc selection of the polynomial degree arising from the use of the local constant and local linear estimators that are dominant in applied settings. Future extensions include treatment of the multivariate case with potentially differing orders for each predictor which, though theoretically challenging, holds promise for mitigating the curse-of-dimensionality, at least in settings involving a modest number of predictors.
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APPENDIX A. PROOF THAT (3.15) HOLDS IF g IS AN EXPONENTIATED POLYNOMIAL

We shall give a proof when \( g(x) = \exp(x^k) \), \( k \geq 1 \) is an integer and \( \mathcal{I} \) is a compact interval. Only slight modifications are necessary when \( g(x) = \exp\{\pi(x)\} \) and \( \pi \) is a polynomial, or
when \( g(x) = \exp\{\pi(|x|^\alpha)\} \) for some \( \alpha > 0 \), provided in this case that the compact interval \( \mathcal{I} \) does not contain the origin.

If \( g(x) = \exp(x^k) \) and \( k \geq 1 \) is an integer then
\[
g^{(\ell)}(x) = \sum_{j=1}^{\infty} \frac{1}{j!} (kj)(kj-1) \ldots (kj-\ell+1) x^{kj-\ell}. \tag{A.1}
\]

Note that in the sum over \( j \) here, terms for which \( j \leq (\ell-1)/k \) vanish. In interpreting series below it should be understood that such terms are excluded for sums over \( j \); that is, it is implicitly assumed that \( j > (\ell-1)/k \).

Using Stirling’s formula we deduce that there exist absolute constants \( C_1, C_2, C_3 > 0 \) such that, whenever \( 1 \leq j \leq \ell-1 \),
\[
\frac{j^\ell}{j!} \leq C_1 \frac{j^\ell}{j^{1/2}(j/e)^j} \leq C_2 \frac{j^\ell (e/j)^j}{(j-\ell)^{1/2}((j-\ell)/e)^j} \leq C_3 \frac{e^\ell}{(j-\ell)!}.
\]

Therefore,
\[
S_{1,\ell}(x) \equiv \sum_{j=1}^{\ell-1} \frac{1}{j!} (kj)(kj-1) \ldots (kj-\ell+1) x^{kj-\ell} \leq C_3 (ek x^{k-1})^\ell \sum_{j=1}^{\ell-1} \frac{x^{k(j-\ell)}}{(j-\ell)!} \leq C_3 (ek x^{k-1})^\ell \exp(x^k). \tag{A.2}
\]

Note too that
\[
S_{2,\ell}(x) \equiv \sum_{j=\ell}^{\infty} \frac{1}{j!} (kj)(kj-1) \ldots (kj-\ell+1) x^{kj-\ell}
= k^\ell \sum_{j=\ell}^{\infty} \frac{x^{kj-\ell}}{j!} j (j-1) \ldots (j-\ell+1) \prod_{s=1}^{\ell-1} \left( 1 + \frac{s (k-1)}{k (j-s)} \right) \tag{A.3}
\leq k^\ell \sum_{j=\ell}^{\infty} \frac{x^{kj-\ell}}{(j-\ell)!} \exp \left\{ \sum_{s=1}^{\ell-1} s (k-1) \frac{1}{k (j-s)} \right\}.
\]

Approximating the sum of \( s/(j-s) \) over \( 1 \leq s \leq \ell-1 \) by the integral of \( s/(j-s) \) over \( 0 \leq s \leq \ell-1 \), and noting that the indefinite integral of \( u/(1-u) \) is \(-\log(1-u) - u\), we
deduce that, for $j \geq \ell$,

$$\sum_{s=1}^{\ell-1} \frac{s}{j-s} \leq -\log[1 - \{(\ell - 1)/j\}] - \{(\ell - 1)/j\} + C_4 \ell$$

$$\leq \frac{(\ell/j)^2}{2[1 - \{(\ell - 1)/j\}]} + C_4 \ell = \frac{\ell^2}{2j(j - \ell + 1)} + C_4 \ell \leq \left(\frac{1}{2} + C_4\right) \ell,$$

where $C_4 > 0$ is an absolute constant. Substituting this formula into the far right-hand side of (A.3), and defining $C_5 = k \exp(\frac{1}{2} + C_4)$, we obtain:

$$S_{2,\ell}(x) \leq C_5 \sum_{j=\ell}^{\infty} \frac{x^{kj-\ell}}{(j-\ell)!} = (C_5 x^{k-1})^{\ell} \exp(\ell x^k). \quad (A.4)$$

Combining (A.1), (A.2) and (A.4) we deduce that

$$g^{(\ell)}(x) = S_{1,\ell}(x) + S_{2,\ell}(x) \leq C_6 C_7^{\ell}, \quad (A.5)$$

where $C_6 = (C_3 + 1) \sup_{x \in X} \exp(x^k)$ and $C_7 = (ek + C_5) \sup_{X} x^{k-1}$. The desired result (3.15) follows from (A.5).

**Appendix B. Proof of Theorem 3.1**

**Step 1: First upper bound to $|\hat{g} - g|$.** The bound is given at (B.6). To derive it, note that by Taylor expansion,

$$g(X_i) = \sum_{k=0}^{p} \frac{-(x - X_i)^k}{k!} g^{(k)}(x) + \frac{-(x - X_i)^{p+1}}{(p+1)!} g^{(p+1)}(x_i),$$

where $x_i$ lies between $x$ and $X_i$. Therefore, defining

$$G = (g^{(0)}, -h g^{(1)}, \ldots, (-h)^p g^{(p)}/p!)^T,$$
we have:

\[ \bar{g}_j(x) = \frac{1}{nh} \sum_{i=1}^{n} g(X_i) \left( \frac{x - X_i}{h} \right)^j K \left( \frac{x - X_i}{h} \right) = \sum_{k=0}^{p} \hat{m}_{jk}(x) g^{(k)}(x) \left( \frac{-h}{k!} \right) + R_j(x) \]

where, here and below, notation such as \{\hat{M}(x) G(x)\}_j denotes the \( j \)th component of the \((p + 1)\)-vector \( \hat{M}(x) G(x) \), and

\[ R_j(x) = \frac{1}{nh} \frac{(-h)^{p+1}}{(p+1)!} \sum_{i=1}^{n} g^{(p+1)}(x_i) \left( \frac{x - X_i}{h} \right)^{j+p+1} K \left( \frac{x - X_i}{h} \right). \]  

Define

\[ \bar{\epsilon}_j(x) = \frac{1}{nh} \sum_{i=1}^{n} \epsilon_i \left( \frac{x - X_i}{h} \right)^j K \left( \frac{x - X_i}{h} \right), \]

\( \bar{\epsilon} = (\bar{\epsilon}_0, \ldots, \bar{\epsilon}_p)^T \), \( U_j = \bar{\epsilon}_j + R_j \), \( U = (U_0, \ldots, U_p)^T \) and \( \bar{g} = (\bar{g}_0, \ldots, \bar{g}_p)^T \). Then, by (2.1), and (B),

\[ V = \bar{g} + \bar{\epsilon} = \hat{M} G + U. \]

Hence, by (2.5) and (2.6), \( \hat{c} = G + \hat{M}^{-1} U \) and

\[ \hat{g}(x) = g(x) + \left\{ \hat{M}(x)^{-1} U(x) \right\}_0, \]  

where, here and below, the subscript 0 indicates that we take the zeroth component.

Note too that, if \( \hat{\epsilon}_v \) denotes the smallest eigenvalue of \( \hat{M} \), then

\[ \left| (\hat{M}^{-1} U)_0 \right| \leq \frac{\|U\|}{\hat{\epsilon}_v} \leq \frac{2^{1/2}}{\hat{\epsilon}_v} \left\{ \sum_{j=0}^{p} (\hat{\epsilon}_j^2 + R_j^2) \right\}^{1/2}. \]

Recall that \( m_{jk} = \int u^{j+k} K(u) \, du \), that \( M = (m_{jk}) \) and that \( \text{ev}_p(K) \) is the smallest eigenvalue of \( M \), where neither \( M \) nor \( \text{ev}_p(K) \) depends on \( x \). Given a \((p + 1) \times (p + 1)\) matrix \( A = (a_{jk}) \), define \( \|A\| = (\sum_j \sum_k a_{jk}^2)^{1/2} \). Let \( v \) denote a \((p + 1)\)-vector of unit length, write CV for the
class of all such vectors, and observe that if \( v \in \text{CV} \) then
\[
v^T \hat{M} v = f v^T (\hat{M} - f M) v \geq f \text{ev}_p(K) - \| \hat{M} - f M \| .
\]
Taking the infimum of the far left-hand side over all \( v \in \text{CV} \) we deduce that, for each \( x \in \mathcal{I} \),
\[
\hat{\epsilon}_p(x) \geq f(x) \text{ev}_p(K) - \| \hat{M}(x) - f(x) M \| . \tag{B.5}
\]
Let \( \mathcal{E}(x) \) denote the event that \( \| \hat{M}(x) - f(x) M \| < f(x) \text{ev}_p(K) \). If \( \mathcal{E}(x) \) holds then it follows from (B.3), (B.4) and (B.5) that
\[
|\hat{g}(x) - g(x)| = \left| \left\{ \hat{M}(x)^{-1} U(x) \right\}_0 \right| \\
\leq 2^{1/2} \left\{ f(x) \text{ev}_p(K) - \| \hat{M}(x) - f(x) M \| \right\}^{-1} \\
\times \left[ \sum_{j=0}^{p} \left\{ \epsilon_j(x)^2 + R_j(x)^2 \right\} \right]^{1/2}. \tag{B.6}
\]
Step 2: Bounds for expected value of term in square brackets in (B.6). The bounds are given at (B.12) and (B.13). It follows from (B.1) that
\[
|R_j(x)| \leq \frac{h^{p+1}}{(p + 1)!} \left\{ \sup_{u \in \mathcal{I}} \left| g^{(p+1)}(u) \right| \right\} \frac{1}{nh} \sum_{i=1}^{n} \left| \frac{x - X_i}{h} \right|^{j+p+1} K \left( \frac{x - X_i}{h} \right). \tag{B.7}
\]
Let \( s_p = \{(p + 1)!\}^{-2} \sup_{u \in \mathcal{I}} |g^{(p+1)}(u)|^2 \), \( s_{\text{sup}} = \max\{ \sup f_X, (\sup f_X)^2 \} \),
\[
s_{\text{sum}} = \frac{B_4}{nh} 2^{-s} \sum_{j=0}^{p} (j + p + 1)^{-s+1} + C_1 \left\{ \frac{B_4}{nh} \sum_{j=0}^{p} (j + p + 1)^{-s+1} \right\}^2 \tag{B.8}
\]
if (3.14)(a) holds, and
\[
s_{\text{sum}} = \frac{B_4}{nh} \sum_{j=0}^{p} \left\{ 2 B_5 (j + p + 1) \right\}^{j+p+1} + C_1 B_4 \left[ \sum_{j=0}^{p} \left\{ B_5 (j + p + 1) \right\}^{(j+p+1)/2} \right]^2 \tag{B.9}
\]
\[
\leq C_2 \max \left( B_4, B_4^2 \right) \left[ (nh)^{-1} \left\{ 2 B_5 (2p + 1) \right\}^{2p+1} + \left\{ B_5 (2p + 1) \right\}^{2p+1} \right]
\]
if (3.14)(b) prevails, where the constants $C_j$ in (B.8), (B.9) and below are absolute, and in particular do not depend on $h$, $n$ or $p$, and we employed (3.12) to derive (B.8) and (B.9). Using (3.15) to bound $\sup_{u \in I} |g^{(p+1)}(u)|$, in the definition of $s_p$, we deduce that

$$\sum_{j=0}^{p} E\{R_j(x)^2\} \leq h^{2(p+1)} s_p \left[ (nh)^{-1} \left( \sup f_X \right) \sum_{j=0}^{p} \int u^{2(j+p+1)} K(u) \, du \right.$$  

$$+ \left\{ \left( \sup f_X \right) \sum_{j=0}^{p} \int |u|^{j+p+1} K(u) \, du \right\}^2 \right]$$

$$\leq \{(p + 1)!\}^{-2} B^2_6 (B_7 h)^{2(p+1)} s_{\sup s_{\text{sum}}}.$$  

Writing $\sigma^2 = \sup_{j \geq 1} \text{var}(\epsilon_j)$ we obtain:

$$nh \sum_{j=0}^{p} E\{\tilde{\epsilon}_j(x)^2\} \leq (\sup f_X) \sigma^2 \sum_{j=0}^{p} \int u^{2j} K(u)^2 \, du$$

$$\leq C_3 (\sup f_X) \sigma^2 \times \begin{cases} 
\sup K & \text{if (3.14)(a) holds} \\
B_4 (B_5 p)^p & \text{if (3.14)(b) holds}.
\end{cases}$$

Combining (B.8)–(B.11) we deduce that, uniformly in $x \in I$,

$$\sum_{j=0}^{p} \left[ E\{\tilde{\epsilon}_j(x)^2\} + E\{R_j(x)^2\} \right] = O\left[ \{(p + 1)!\}^{-2} (B_7 h)^{2(p+1)} p^{-s} + (nh)^{-1} \right]$$

if (3.14)(a) holds, and equals

$$O\left[ \{(p + 1)!\}^{-2} (B_7 h)^{2(p+1)} (2 B_5 p)^{2p+1} + (nh)^{-1} (2 B_5 p)^p \right]$$

if (3.14)(b) holds, where the orders of magnitude in (B.12) and (B.13) are valid uniformly in $x$.

**Step 3: Uniform bound for the term involving $ev_p(K)$ in (B.6).** The bound is given at (B.31) below. Recall that $\hat{M} = (\hat{m}_{jk})$, where the function $\hat{m}_{jk}$ is given by (2.4), and that
\( M_p = (m_{jk}) \) is as defined in the first paragraph of section 3.2. Now,

\[
|\hat{m}_{jk} - f_X m_{jk}| \leq |\hat{m}_{jk} - E(\hat{m}_{jk})| + |E(\hat{m}_{jk}) - f_X m_{jk}|, \tag{B.14}
\]

where \( \hat{m}_{jk} \) and \( f_X \) are interpreted as functions, and \( m_{jk} \) is not a function. Furthermore,

\[
|E\{\hat{m}_{jk}(x)\} - f_X(x) m_{jk}| \leq h \left( \sup |f_X'| \right) \int |u|^{j+k+1} K(u) \, du
\]

\[
\leq h \left( \sup |f_X'| \right) B_4 \times \begin{cases} (j+k+1)^{-s+1} & \text{if (3.14)(a) holds} \\ B_5 (j+k+1)^{j+k+1/2} & \text{if (3.14)(b) holds} \end{cases}, \tag{B.15}
\]

and if \( r \geq 1 \) is an integer,

\[
E\left[|\hat{m}_{jk}(x) - E\{\hat{m}_{jk}(x)\}|^{2r}\right]
\leq A_2(r) \left[ \left( \frac{\sup f_X \sup K}{nh} \right)^r \int u^{2(j+k)} K(u) \, du \right] + \frac{\sup f_X (sup K)^{2r-1}}{(nh)^{2r-1}} \int u^{2r(j+k)} K(u) \, du \right] \tag{B.16}
\]

where, here and below, the positive constants \( A_j(r) \) depend only on \( r \) and, for any random variable \( R \), \( (1 - E) R \) denotes \( R - E(R) \).

If (3.14)(a) holds then (B.16) above implies that

\[
E\left[|\hat{m}_{jk}(x) - E\{\hat{m}_{jk}(x)\}|^{2r}\right] \leq A_3(r) \left[ \left( \frac{\sup f_X \sup K}{nh} \right)^r B_4 (j+k)^{-s+1} \right] + \frac{\sup f_X (sup K)^{2r-1}}{(nh)^{2r-1}} B_4 (j+k)^{-s+1} \right], \tag{B.17}
\]
On the other hand, if (3.14)(b) obtains then

\[
E \left[ \left| \hat{m}_{jk}(x) - E \{ \hat{m}_{jk}(x) \} \right|^{2r} \right] \leq A_3(r) \left\{ \left( \frac{\sup f_X}{nh} \right) B_4 \left\{ 2 B_5 (j + k) \right\}^{j+k} \right\}^r + \left( \frac{\sup f_X}{(nh)^{2r-1}} \right) B_4 \left\{ 2 B_5 r (j + k) \right\}^{(j+k)}.
\]

(B.18)

By Markov’s inequality,

\[
\pi_{pr}(x) \equiv \left\{ \frac{1}{3} f_X(x) ev_p(K) \right\}^{2r} P \left[ \left\| \hat{M}(x) - E \{ \hat{M}(x) \} \right\| > \frac{1}{3} f_X(x) ev_p(K) \right]
\]

\[
\leq E \left[ \left\| \hat{M}(x) - E \{ \hat{M}(x) \} \right\|^{2r} \right] \leq \left[ \sum_{j=1}^{p+1} \sum_{k=1}^{p+1} \left\{ E \left| \hat{m}_{jk}(x) - E \hat{m}_{jk}(x) \right|^{2r} \right\}^{1/r} \right]^r.
\]

(B.19)

If (3.14)(a) holds then, by (B.17) and (B.19), and for each fixed integer \( r \geq 1 \),

\[
\sup_{x \in I} \pi_{pr}(x) = O \left\{ \left( \sum_{j=1}^{p+1} \sum_{k=1}^{p+1} \left\{ \frac{1}{nh} (j + k)^{-(s+1)} + \frac{1}{(nh)^{2-(1/r)}} (j + k)^{-(s+1)/r} \right\} \right)^r \right\}
\]

\[
= O \left\{ \left( \frac{p}{nh} + \frac{p^{2-(1/r)}}{(nh)^{2-(1/r)}} \right)^r \right\} = O \left\{ \left( \frac{p}{nh} \right)^r \right\},
\]

(B.20)

where the last identity holds provided that \( p = O(nh) \). In the case of (3.14)(b), (B.18) and (B.19) imply that

\[
\sup_{x \in I} \pi_{pr}(x) = O \left\{ \left( \sum_{j=1}^{p+1} \sum_{k=1}^{p+1} \left[ \frac{1}{nh} \left\{ 2 B_5 (j + k) \right\}^{j+k} \right. \right. \right.
\]

\[
\left. \left. \left. + \frac{1}{(nh)^{2-(1/r)}} \left\{ 2 B_5 r (j + k) \right\}^{j+k} \right\} \right\} \right\}^r
\]

\[
= O \left\{ \left( \frac{(4 B_5 p)^{2p}}{nh} + \frac{(4 B_5 r p)^{2p}}{(nh)^{2-(1/r)}} \right)^r \right\} = O \left\{ \left( \frac{(4 B_5 p)^{2p}}{nh} \right)^r \right\},
\]

(B.21)

where the last identity holds provided that \( (4 B_5 p)^{2p} = O(nh) \) (this property entails \( C^p/nh = o(1) \) for any \( C > 0 \)).
Properties (B.20) and (B.21), and the lower bounds on \( \text{ev}_p(K) \) in (3.14)(a) and (3.14)(b), imply that

\[
\sup_{x \in \mathcal{I}} P \left[ \| \hat{M}(x) - E \{ \hat{M}(x) \} \| > \frac{1}{3} f_X(x) \text{ev}_p(K) \right] = O \left[ \left\{ p^{B_2+1} \exp(2 B_3 p) / nh \right\}^r \right], \tag{B.22}
\]

\[
\sup_{x \in \mathcal{I}} P \left[ \| \hat{M}(x) - E \{ \hat{M}(x) \} \| > \frac{1}{3} f_X(x) \text{ev}_p(K) \right] = O \left( \left\{ 4 B_5 p^{B_2+1} \exp \left( B_3 p^{-1/2} \right) \right\}^{2p} / nh \right)^r, \tag{B.23}
\]

in cases where (3.14)(a) and (3.14)(b) holds, respectively.

Assume that:

in the respective contexts of (3.14)(a) and (3.14)(b), and for some \( \delta_1 > 0 \),

\[ \exp(2 B_3 p) / nh = O(n^{-\delta_1}) \text{ and } p^{2p} / nh = O(n^{-\delta_1}). \]

\[ (B.24) \]

Then the assumptions \( p = O(nh) \) and \( (4 B_5 p)^{2p} = O(nh) \), which were imposed as preludes to (B.20) and (B.21), respectively, hold. Moreover, for some \( \delta_2 > 0 \) not depending on \( r \), the right-hand sides of (B.22) and (B.23) equal \( O(n^{-r \delta_2}) \) for all \( r > 0 \). Therefore, if \( \mathcal{I}_n \) denotes a set of points on a regular grid in \( \mathcal{I} \), of only polynomial fineness as a function of \( n \), then

\[
P \left[ \sup_{x \in \mathcal{I}_n} f_X(x)^{-1} \| \hat{M}(x) - E \{ \hat{M}(x) \} \| > \frac{1}{3} \text{ev}_p(K) \right] = O(n^{-C}) \tag{B.25}
\]

for all \( C > 0 \).

If \( r \geq 1 \) is an integer then, when (3.14)(a) holds, \( |x|^r K(x) \) and \( |x|^r |K'(x)| \) are both uniformly bounded, and when (3.14)(b) obtains are both bounded above by \( r^{2r} \). Using these properties it can be proved that, in the case of (3.14)(a), \( |x_1^r K(x_1) - x_2^r K(x_2)| \leq C_1 |x_1 - x_2| \), and when (3.14)(b) obtains, \( |x_1^r K(x_1) - x_2^r K(x_2)| \leq C_1 (2p)^p |x_1 - x_2| \), where \( C_1 > 0 \) is a constant not depending on \( r \), and both bounds hold uniformly in \( x_1, x_2 \in \mathbb{R} \) and positive
integers \( r \leq 2p \). Hence, if (B.24) holds then, in the case of (3.14)(a), with probability 1,

\[
\sup_{x_1, x_2 \in \mathbb{R}} |x_1 - x_2|^{-1} \max_{0 \leq j, k \leq p} |\hat{m}_{jk}(x_1) - \hat{m}_{jk}(x_2)| \leq \frac{C_2 n}{h} \times \begin{cases} 
1 & \text{if (3.14)(a) holds} \\
p^{2p} & \text{if (3.14)(b) holds} 
\end{cases}
\]

Hence, if \( C_3 > 0 \) is given, if (B.24) holds, and if \( I_n \) is a grid with edge width \( n^{-C_4} \), then for sufficiently large \( C_4 \),

\[
P \left\{ \sup_{x_1 \in I} \sup_{x_2 \in I_n} \| \hat{M}(x_1) - \hat{M}(x_2) \| > n^{-C_3} \right\} = 0. \tag{B.26}
\]

It follows from (3.14) and (B.24) that, for some \( C_4 > 0 \), \( e \psi_p(K) \) is bounded below by a constant multiple of \( n^{-C_4} \), and so if \( C_3 \) is chosen larger than \( C_4 \) then (B.26) implies the version of (B.25) with \( I \) replacing \( I_n \):

\[
P \left[ \sup_{x \in I} f_X(x)^{-1} \| \hat{M}(x) - E\{\hat{M}(x)\} \| > \frac{1}{3} e \psi_p(K) \right] = O(n^{-C}) \tag{B.27}
\]

for all \( C > 0 \).

More simply, the bound at (B.15) implies that

\[
\sup_{x \in I} \sum_{j=1}^{p} \sum_{k=1}^{p} \left| E\{\hat{m}_{jk}(x)\} - f_X(x) m_{jk} \right|^2 
\leq \{h (\sup |f_X'|) B_4\}^2 
\times \begin{cases} 
\sum_{j \leq p} \sum_{k \leq p} (j + k + 1)^{-2(s+1)} & \text{if (3.14)(a) holds} \\
\sum_{j \leq p} \sum_{k \leq p} \{B_5 (j + k + 1)\}^{j+k+1} & \text{if (3.14)(b) holds} 
\end{cases}
\]

\[
\leq C_5 h^2 \times \begin{cases} 
1 & \text{if (3.14)(a) holds} \\
(2 B_5)^{2p+3} & \text{if (3.14)(b) holds} 
\end{cases}
\]

Using the lower bounds for $ev_p(K)$ given in (3.14) we deduce from (B.28) that, provided that

$$p^{2B_2} h^2 \exp(2B_3p) \to 0$$

when (3.14)(a) holds, or, in the case of (3.14)(b),

$$p^{2B_2} h^2 (2B_5)^{2p+3} \exp(2B_3p^{1/2}) \to 0,$$

we have:

$$P\left[ \|E\{\hat{M}(x)\} - f_X(x) M_p\| > \frac{1}{3} f_X(x) ev_p(K) \text{ for some } x \in I \right] = 0$$

(B.30)

for all sufficiently large $n$. Combining (B.14), (B.27) and (B.30) we deduce that

$$P\left\{ \|\hat{M}(x) - f_X(x) M_p\| > \frac{2}{3} f_X(x) ev_p(K) \text{ for some } x \in I \right\} = O(n^{-C})$$

(B.31)

for all $C > 0$. Result (B.31) also implies that the probability that $\mathcal{E}(x)$ holds for all $x \in I$, equals $1 - O(n^{-C})$ for all $C > 0$.

**Step 4: Rate of convergence of $\hat{g}$ to $g$.** The rates are given by (B.34)–(B.36). Define

$$d(h, n, p) = p^{2B_2} \exp(2pB_3) \left\{ (p+1)! \right\}^{-2} (B_7h)(p+1) p^{-s} + (nh)^{-1}$$

(B.32)

if (3.14)(a) holds, and

$$d(h, n, p) = p^{2B_2} \exp(2B_3p^{1/2}) \left\{ (p+1)! \right\}^{-2} (B_7h)^{2(p+1)} (2B_5p)^{2p+1}$$

$$+ (nh)^{-1} (2B_5p)^p$$

(B.33)

when (3.14)(b) obtains. Combining (B.3), (B.6), (B.12), (B.13) and (B.31) we deduce that if (B.24) and (B.29) hold then so too do the following properties, whenever $w$ is a nonnegative,
uniformly bounded function:

\[
\frac{1}{n} \sum_{i : X_i \in \mathcal{I}} \{\hat{g}(X_i) - g(X_i)\}^2 w(X_i) = O_p\{d(h, n, p)\}, \tag{B.34}
\]

\[
\int_{\mathcal{I}} \{\hat{g}(x) - g(x)\}^2 w(x) \, dx = O_p\{d(h, n, p)\}, \tag{B.35}
\]

for each \( x \in \mathcal{I} \), \( \hat{g}(x) - g(x) = O_p\{d(h, n, p)^{1/2}\} \). \tag{B.36}

**Step 5: Conclusion when (3.14)(a) holds.** Note that \( \{(p + 1)!\}^{-2} \approx p^{-3}(e/p)^{2p} \) as \( p \to \infty \), and so if (3.14)(a) obtains then \( d(h, n, p) \), given at (B.32), is bounded above and below by constant multiples of

\[
p^{2B_2-(s+3)} \exp(B_3 + 1) B_7/p)^{2p} h^{2(p+1)} + p^{2B_2} \exp(2pB_3) (nh)^{-1}, \tag{B.37}
\]

which is minimised by a bandwidth for which

\[
h^{2p+3} \approx n^{-1} p^{s+2} \exp(2pB_3) \left[ p/\{\exp(B_3 + 1) B_7\}\right]^{2p}. \tag{B.38}
\]

If \( h \) satisfies (B.38) then the first and second terms in (B.37) are respectively bounded above and below by constant multiples of \( p^{-1} \psi(p) \) and \( \psi(p) \), where \( \psi(p) = p^{2B_2-(s+2)} (2B_5/p) \exp(2pB_3) \left[ p/\{\exp(B_3 + 1) B_7\}\right]^{2p} \). In particular, the contribution of bias is asymptotically negligible, the main impact comes from variance, and the quantity in (B.37) is asymptotic to a constant multiple of

\[
p^{2B_2} \exp(2pB_3) n^{-1} \cdot n^{1/(2p+3)} p^{-1} = p^{2B_2-1} \exp(2pB_3) n^{-2(p+1)/(2p+3)}. \tag{B.39}
\]

Taking the derivative with respect to \( p \) of the negative logarithm of the right-hand side of (B.39), and equating it to zero, we obtain the equation

\[
\frac{2 \log n}{(2p + 3)^2} - 2B_3 + \frac{1 - 2B_2}{p} = 0,
\]
the solution of which satisfies

\[ p = \frac{1}{2} \left( \frac{\log n}{B_3} \right)^{1/2} \{1 + o(1)\} \]  \hspace{1cm} (B.40)

If \( p \) is given by (B.40) then the negative logarithm of the right-hand side of (B.39) equals

\[ (1 - 2 B_2) \log p - 2 p B_3 + \frac{2 (p + 1)}{2 p + 3} \log n = \log n - 2 (B_3 \log n)^{1/2} \{1 + o(1)\} , \]

where the identity follows on substituting into the left-hand side the formula for \( p \) at (B.40).

In this case the right-hand side of (B.39) is given by

\[ n^{-1} \exp \left[ 2 (B_3 \log n)^{1/2} \{1 + o(1)\} \right] . \]  \hspace{1cm} (B.41)

Therefore, in view of (B.34)–(B.36) and the argument in the first paragraph of this section, the quantity in (B.41) is an upper bound for the order of magnitude, in probability, of both

\[ \int_{x} (\hat{g} - g)^2 \quad \text{and} \quad \left\{ \hat{g}(x) - g(x) \right\}^2 . \]

Theorem 3.1, in the case of (3.14)(a), follows directly from this result.

Note too that if \( h \) and \( p \) satisfy (B.38) and (B.40), respectively, then

\[ h \simeq \exp \left[ - (B_3 \log n)^{1/2} \{1 + o(1)\} \right] , \]

\[ p^c \exp(2 B_3 p) = \exp \left[ (B_3 \log n)^{1/2} \{1 + o(1)\} \right] , \]

where the latter result holds for any real number \( c \), positive or negative. It follows that the parts of (B.24) and (B.29) that pertain to (3.14)(a) hold.

\textbf{Step 6: Conclusion when (3.14)(b) holds.} In this instance \( d(h, n, p) \), at (B.33), is bounded above and below by constant multiples of

\[ p^{2 B_2} (2 B_3)^p \exp \left( 2 B_3 p^{1/2} \right) \left\{ p^{-2} (B_7 e)^{2p} h^{2(p+1)} + (nh)^{-1} p^p \right\} . \]  \hspace{1cm} (B.42)
Differentiating with respect to $h$, and equating to zero, we deduce that the bandwidth that minimises the expression at (B.42) satisfies

$$h^{2p+3} \preceq n^{-1} (B_7 e)^{-2p} p^{p+1}. \quad (B.43)$$

As in Step 5 the contribution of the term in $h^{2(p+1)}$ in (B.42), representing bias, for any bandwidth satisfying (B.43), is asymptotically negligible, and so when $h$ satisfies (B.43) (and hence has the property $h \sim n^{-1/(2p+3)} p^{1/2}$), the quantity at (B.42) is bounded above and below by constants multiples of

$$p^{2B_2-(1/2)} (2B_5 p)^p \exp \left(2B_3 p^{1/2}\right) n^{-2(p+1)/(2p+3)}. \quad (B.44)$$

Differentiating the negative logarithm of this expression, and equating to zero, we obtain the equation

$$\frac{2 \log n}{(2p+3)^2} - \log(2B_5) - B_3 p^{-1/2} - \log p + \frac{(1/2) - 2B_2}{p} - 1 = 0, \quad (B.45)$$

the solution of which satisfies

$$p = \left(\frac{\log n}{\log \log n}\right)^{1/2} \{1 + o(1)\}. \quad (B.46)$$

For such a $p$ the negative logarithm of the quantity at (B.44) equals

$$\left(\frac{1}{2} - 2B_2\right) \log p - p \log p - p \log(2B_5) - 2B_3 p^{1/2} + \frac{2(p+1)}{2p+3} \log n$$

$$= \log n - \{(\log n) \log \log n\}^{1/2} \{1 + o(1)\}. \quad (B.47)$$

It follows, as before, that an upper bound for the order of magnitude, in probability, of both $\int_{T} (\hat{g} - g)^2$ and $\{\hat{g}(x) - g(x)\}^2$ is given by

$$n^{-1} \exp \left[\{(\log n) \log \log n\}^{1/2} \{1 + o(1)\}\right].$$

This result, and (B.34)–(B.36), imply Theorem 3.1 in the case of (3.14)(b).
If $h$ and $p$ satisfy (B.43) and (B.46) then

$$h \approx \exp \left[ - \frac{1}{2} \left\{ (\log n) \log \log n \right\}^{1/2} \{ 1 + o(1) \} \right]$$  \hspace{1cm} \text{(B.47)}$$

and, for all real $c$,

$$p^{c} h^{2} (2 B_{5})^{2p+3} \frac{\exp(2 B_{3} p^{1/2})}{p^{1/2}}$$

$$= \exp \left[ - \left\{ (\log n) \log \log n \right\}^{1/2} \{ 1 + o(1) \} \right].$$  \hspace{1cm} \text{(B.48)}$$

(The quantity on the left-hand side here appears in (B.29) in the case of (3.14)(b).) Properties (B.47) and (B.48) imply that (B.24) and (B.29) hold.
Appendix C. Proof of Theorem 3.2 (Not for Publication)

Step 1: Bound for moments of the first part of the cross-product term in (2.8).

Recall the definition of $\hat{g}_{-i}$ given in section 2.3. The cross-product term is proportional to

$$T \equiv \frac{1}{n} \sum_{i=1}^{n} \{g(X_i) - \hat{g}_{-i}(X_i)\} \epsilon_i = T_1 - T_2,$$

where

$$T_1 = \frac{1}{n} \sum_{i=1}^{n} \{g(X_i) - \tilde{g}_{-i}(X_i)\} \epsilon_i, \quad T_2 = \frac{1}{n} \sum_{i=1}^{n} \Delta_i \epsilon_i,$$

and $\Delta_i = \hat{g}_{-i}(X_i) - \tilde{g}_{-i}(X_i)$. The term $T_1$ in (C.2) represents the first part of the cross-product term and the bound is given at (C.4).

Conditional on $\mathcal{X} = \{X_1, \ldots, X_n\}$, $T_1$ equals a sum of $n$ independent random variables, and thus it can be proved using Rosenthal’s inequality that, for each integer $r \geq 1,$

$$E(T_1^{2r} \mid \mathcal{X}) \leq \left\{ \frac{A r}{n \log(2r)} \right\}^{2r} \left[ E(\epsilon_i^2) \sum_{i=1}^{n} \{g(X_i) - \tilde{g}_{-i}(X_i)\}^2 \right]^r$$

$$+ E(\epsilon_i^{2r}) \max_{1 \leq i \leq n} \{g(X_i) - \tilde{g}_{-i}(X_i)\}^{2r}$$

$$\leq \left\{ \frac{C_1 r}{n \log(2r)} \right\}^{2r} \left[ \sum_{i=1}^{n} \{g(X_i) - \tilde{g}_{-i}(X_i)\}^2 \right]^r,$$

where $A > 0$ is an absolute constant and, in (C.4) and below, $C_1, C_2, \ldots$ denote positive constants not depending on $h$ or $n$. See Hitchenko (1990) for discussion of the constant in Rosenthal’s inequality. In deriving (C.4) we used the fact that $E(\epsilon_i^{2r}) \leq C^{2r}$ for a constant $C > 0$.

Step 2: Bound for moments of the second part of the cross-product term in (2.8).

The second part of the cross-product term is $T_2$, at (C.2), and the bound is at (C.11).
We can write

$$\Delta_i = \{\hat{M}_{-i}(X_i)^{-1} W_{-i}(X_i)\}_0,$$

i.e. $\Delta_i$ equals the zeroth component of the $(p + 1)$-vector $\hat{M}_{-i}(x)^{-1} W_{-i}(x)$, where $\hat{M}_{-i}$, a $(p + 1) \times (p + 1)$ matrix, is the version of $\hat{M}$ when the $i$th data pair is omitted from the sample, and $W_{-i} = (W_{0,-i}, \ldots, W_{p,-i})^T$, with the scalar $W_{j,-i}(x)$ given by

$$W_{j,-i}(x) = \frac{1}{n-1} h \sum_{i_1: i_1 \neq i} \hat{m}_{0j,-i}^{(-1)}(X_i) \left( \frac{x - X_{i_1}}{h} \right)^j K \left( \frac{x - X_{i_1}}{h} \right).$$

Thus,

$$\Delta_i = \sum_{i_1: i_1 \neq i} w_{i_1i} \epsilon_{i_1}, \quad \text{(C.5)}$$

where

$$w_{i_1i} = \frac{1}{n-1} h \sum_{j=0}^p \hat{m}_{0j,-i}^{(-1)}(X_i) \left( \frac{X_i - X_{i_1}}{h} \right)^j K \left( \frac{X_i - X_{i_1}}{h} \right) \quad \text{(C.6)}$$

and $\hat{m}_{jk,-i}^{(-1)}$ denotes the $(j,k)$th component of $\hat{M}_{-i}^{(-1)}$.

Define too

$$Z_i = \sum_{i_1=1}^{i-1} (w_{i_1i} + w_{i_1i}) \epsilon_{i_1} \epsilon_i,$$

where $2 \leq i \leq n$. Then $E(Z_i | \mathcal{X}; \epsilon_1, \ldots, \epsilon_{i-1}) = 0$, implying that the $Z_i$s are martingale differences with respect to the increasing sequence of sigma-fields $\mathcal{F}_i$ generated by $\mathcal{X}$ and $\epsilon_1, \ldots, \epsilon_i$. Moreover, in view of (C.5),

$$n T_2 = \sum_{i=1}^n \Delta_i \epsilon_i = \sum_{i=1}^n Z_i.$$

Therefore, using Rosenthal’s inequality again, we deduce that

$$E\{ (n T_2)^{2r} | \mathcal{X} \} \leq \left\{ \frac{A^r}{\log(2r)} \right\}^{2r} \left( E \left[ \sum_{i=1}^n E(Z_i^2 | \mathcal{F}_{i-1}) \right]^r \mid \mathcal{X} \right) + \max_{1 \leq i \leq n} E(Z_i^{2r} | \mathcal{X}). \quad \text{(C.7)}$$
Defining $\sigma^2 = \text{var}(\epsilon_1)$, it can be shown that

$$E(Z_i^2 \mid F_{i-1}) = \sigma^2 \left\{ \sum_{i_{11}=1}^{i-1} \left( w_{i_{11}} + w_{ii} \right) \epsilon_{i_{11}} \right\}^2.$$ 

Therefore, employing Rosenthal’s inequality once more, this time for a sum of independent random variables,

$$E \left[ \left\{ E(Z_i^2 \mid F_{i-1}) \right\}^r \mid \mathcal{X} \right] = \sigma^{2r} E \left[ \left\{ \sum_{i_{11}=1}^{i-1} \left( w_{i_{11}} + w_{ii} \right) \epsilon_{i_{11}} \right\}^{2r} \right] \mid \mathcal{X} \right]$$

$$\leq \left\{ \frac{A \sigma r}{\log(2r)} \right\}^{2r} \left[ \sigma^{2r} \left\{ \sum_{i_{11}=1}^{i-1} \left( w_{i_{11}} + w_{ii} \right)^2 \right\}^r \right]$$

$$+ E(\epsilon_1^{2r}) \max_{1 \leq i_{11} \leq i-1} (w_{i_{11}} + w_{ii})^{2r}.$$ 

Hence, since $E(\epsilon_1^{2r}) \leq C^{2r}$ for a constant $C > 0$,

$$E \left[ \left\{ \sum_{i=1}^{n} E(Z_i^2 \mid F_{i-1}) \right\}^r \mid \mathcal{X} \right] \leq \left\{ \sum_{i=1}^{n} \left( E \left[ \left\{ E(Z_i^2 \mid F_{i-1}) \right\}^r \mid \mathcal{X} \right] \right)^{1/r} \right\}^r$$

$$\leq \left\{ \frac{A \sigma r}{\log(2r)} \right\}^{2r} \left\{ \sum_{i=1}^{n} \left[ \sigma^{2r} \sum_{i_{11}=1}^{i-1} (w_{i_{11}} + w_{ii})^2 \right] \right\}^{1/r}$$

$$+ \left( E(\epsilon_1^{2r}) \right)^{1/r} \max_{1 \leq i_{11} \leq i-1} (w_{i_{11}} + w_{ii})^{2r} \right\}^r$$

$$\leq \left\{ \frac{C_2 r \sigma}{\log(2r)} \right\}^{2r} \left( \sum_{1 \leq i_{11} \neq i_2 \leq n} w_{i_{11}i_2}^2 \right)^r.$$ 

(C.8)
Similarly but more simply, for each \( i = 2, \ldots, n \) the following properties hold:

\[
E(Z_i^{2r} \mid \mathcal{X}) = E(\epsilon_1^{2r}) E\left[\left\{ \sum_{i_1=1}^{i-1} (w_{ii_1} + w_{i_1i}) \epsilon_{i_1} \right\}^{2r} \mid \mathcal{X} \right] \\
\leq E(\epsilon_1^{2r}) \left\{ \frac{Ar}{\log(2r)} \right\}^{2r} \left[ \left\{ \sigma^2 \sum_{i_1=1}^{i-1} (w_{ii_1} + w_{i_1i})^2 \right\}^r + E(\epsilon_1^{2r}) \max_{1 \leq i \leq n} (w_{ii_1} + w_{i_1i})^{2r} \right].
\]  

(C.9)

Combining (C.7)–(C.9), and observing that \( E(\epsilon_1^{2r}) \leq C_2^{2r} \), we deduce that

\[
E(T_2^{2r} \mid \mathcal{X}) \leq \left\{ \frac{C_4 r}{\log(2r)} \right\}^{4r} \left( \frac{1}{n^2} \sum_{1 \leq i_1 \neq i_2 \leq n} w_{i_1i_2}^2 \right)^r.
\]  

(C.10)

Noting the definition of \( w_{ii_i} \) at (C.6), and defining \( v_{ii_i} \) to be the \((p+1)\)-vector of which the \( j \)th component is \((X_i - X_{i_1})/h \}^j K\{(X_i - X_{i_1})/h \} \) for \( j = 0, \ldots, p \), we deduce that

\[
||(n-1)h w_{ii_i}| = \left| \sum_{j=0}^p \tilde{M}_{0j-1}(X_i) \left( \frac{X_i - X_{i_1}}{h} \right)^j K\left( \frac{X_i - X_{i_1}}{h} \right) \right| \leq \hat{e}_{vp-i}^{-1} \|v_{ii_i}\|,
\]

where \( \hat{e}_{vp-i} \) is the smallest eigenvalue of \( \tilde{M}_{ii} \). Since the support of \( K \) equals the interval \([-1, 1]\) then the \( j \)th component of \( v_{ii_i} \) is dominated by \( K\{(X_i - X_{i_1})/h \} \), for \( 0 \leq j \leq p \), and so

\[
\sum_{1 \leq i_1 \neq i_2 \leq n} \|v_{ii_i}\|^2 \leq (p+1) \sum_{1 \leq i_1 \neq i_2 \leq n} K\left( \frac{X_i - X_{i_1}}{h} \right)^2.
\]

Therefore, defining

\[
\hat{e}_v = \min_{1 \leq i \leq n} \hat{e}_{vp-i},
\]

we deduce from (C.10) that

\[
E(T_2^{2r} \mid \mathcal{X}) \leq \left\{ \frac{C_5 r^4 p}{n^2 h \hat{e}_v^2 (\log 2r)^4} \right\}^r \left\{ \frac{1}{n^2 h} \sum_{1 \leq i_1 \neq i_2 \leq n} K\left( \frac{X_i - X_{i_1}}{h} \right) \right\}^r \leq \left\{ \frac{C_5 r^4 p}{n^2 h \hat{e}_v^2 (\log 2r)^4} \right\}^r \left\{ \sup_{x \in \mathcal{I}} \hat{f}(x) \right\}^r.
\]  

(C.11)
where
\[ \hat{f}_X(x) = \frac{1}{nh} \sum_{i=1}^{n} K \left( \frac{x - X_i}{h} \right) \]  \hfill (C.12)

is a conventional estimator of the density \( f_X \) of the design points \( X_i \).

**Step 3: Bounds for \( \tilde{g} - \tilde{g}_{-i} \) and \( \hat{g} - \hat{g}_{-i} \).** Put
\[ U_j(x) = \frac{1}{nh} \sum_{i=1}^{n} g(X_i) \left( \frac{x - X_i}{h} \right)^j K \left( \frac{x - X_i}{h} \right), \]  \hfill (C.13)
\[ U_{j,-i}(x) = \frac{1}{(n-1)h} \sum_{i_1:i_1 \neq i} g(X_{i_1}) \left( \frac{x - X_{i_1}}{h} \right)^j K \left( \frac{x - X_{i_1}}{h} \right). \]  \hfill (C.14)

Analogously to the definition of \( \tilde{g}_{-i} \) at (C.3), define \( \tilde{g} \) by
\[ \tilde{g} = E(\hat{g} | \mathcal{X}) = (\hat{M}^{-1} U)_0, \]  \hfill (C.15)

where (compare with (2.5) and (2.6)) \( U = (U_0, \ldots, U_p)^T \). In this step we shall derive a bound, given at (C.23), for \( \tilde{g} - \tilde{g}_{-i} \), and a bound, at (C.24), for \( \hat{g} - \hat{g}_{-i} \).

Observe first that
\[ |U_j - U_{j,-i}| \leq \frac{|U_j|}{n-1} + \frac{(\sup |g|)(\sup K)}{(n-1)h} \leq \left( \frac{\sup \hat{f}_X}{n-1} + \frac{\sup K}{(n-1)h} \right) \sup |g|, \]  \hfill (C.16)

where \( \hat{f}_X \) is as at (C.12). Recall that \( \hat{m}_{jk} \), at (2.4), is the \((j,k)\)th component of \( \hat{M} \), let \( \hat{m}_{jk,-i} \) be the \((j,k)\)th component of \( \hat{M}_{-i} \), and note that, for all \( j, k \geq 0 \),
\[ |\hat{m}_{jk} - \hat{m}_{jk,-i}| \leq \frac{\hat{m}_{jk}}{n-1} + \frac{\sup K}{(n-1)h} \leq \frac{\sup \hat{f}_X}{n-1} + \frac{\sup K}{(n-1)h}. \]  \hfill (C.17)

Here we have used the fact that, since \( K \) is supported on \([-1, 1]\), \( 0 \leq \hat{m}_{jk} \leq \hat{f}_X \).

Let \( \hat{\nu}(x) \) denote the smallest eigenvalue of \( \hat{M}(x) \). If
\[ \delta = \delta(h, n) \equiv \frac{\sup \hat{f}_X}{n-1} + \frac{\sup K}{(n-1)h} \leq \frac{\hat{\nu}_p}{2p} \]  \hfill (C.18)
then, by (C.17),
\[
\left\| (\hat{M}_{-i} - \hat{M}) \hat{M}^{-1} \right\| \leq \left\| \hat{M}_{-i} - \hat{M} \right\| \left\| \hat{M}^{-1} \right\|
\]
\[
\leq \left\{ \sum_{j=0}^{p} \sum_{k=0}^{p} (\hat{m}_{jk} - \hat{m}_{k,-i})^2 \right\}^{1/2} \frac{e_{v}^{-1}}{e_{v}^{-1}} \leq \frac{(p+1)\delta}{e_{v}} \leq \frac{1}{2}.
\]  
(C.19)

Writing \( D_i = (\hat{M}_{-i} - \hat{M}) \hat{M}^{-1} \), a \((p+1) \times (p+1)\) matrix, we have if (C.18) holds,
\[
\hat{M}^{-1} U - \hat{M}^{-1} U_{-i} = \hat{M}^{-1} \left\{ I - (I + D_i)^{-1} \right\} U - \hat{M}^{-1} (I + D_i)^{-1} (U_{-i} - U),
\]
and therefore,
\[
\left\| \hat{M}^{-1} U - \hat{M}^{-1} U_{-i} \right\| \leq \left\| \hat{M}^{-1} \right\| \left\{ \left\| D_i (I + D_i)^{-1} \right\| \left\| U \right\| + \left\| (I + D_i)^{-1} \right\| \left\| U_{-i} - U \right\| \right\}
\]
\[
\leq \frac{2}{e_{v}} \left( \left\| D_i \right\| \left\| U \right\| + \left\| U_{-i} - U \right\| \right)
\]
\[
\leq \frac{2 (p + 1)^{1/2} \delta}{e_{v}} \left\{ \frac{(p + 1) \sup \hat{f}_X}{e_{v}} + 1 \right\} \sup |g|.
\]  
(C.20)

Here we have used the fact that \(|U_j| \leq \hat{f}_X \sup |g|\), whence it follows that \(\left\| U \right\| \leq (p + 1)^{1/2} \hat{f}_X \sup |g|\); that by (C.19), \(\left\| D_i \right\| \leq (p + 1) \delta / e_{v} \); and that by (C.16),
\[
\left\| U_{-i} - U \right\| = \left\{ \sum_{j=0}^{p} (U_j - U_{j,-i})^2 \right\}^{1/2} \leq (p + 1)^{1/2} \delta \sup |g|.
\]
Noting the definitions of \( \tilde{g} \) and \( \tilde{g}_{-i} \) at (C.15) and (C.3), we deduce that
\[
\tilde{g} - \tilde{g}_{-i} = (\hat{M}^{-1} U - \hat{M}^{-1} U_{i})_0,
\]  
(C.21)

where \( U_{-i} = (U_{0,-i}, \ldots, U_{p,-i})^T \). Provided that (C.18) holds, it follows from (C.20) that
\[
\left\| (\hat{M}^{-1} U - \hat{M}^{-1} U_{-i})_0 \right\| \leq \left\| \hat{M}^{-1} U - \hat{M}^{-1} U_{-i} \right\|
\]
\[
\leq \frac{2 (p + 1)^{1/2} \delta}{e_{v}} \left\{ \frac{(p + 1) \sup \hat{f}_X}{e_{v}} + 1 \right\} \sup |g|.
\]  
(C.22)
Together, (C.21) and (C.22) imply the following bound for $\tilde{g} - \tilde{g}_{-i}$: If (C.18) holds then
\[
\sup_{x \in I} |\tilde{g}(x) - \tilde{g}_{-i}(x)| \leq \frac{2 (p + 1)^{1/2} \delta}{\hat{\epsilon} V_p} \left\{ \frac{(p + 1) \sup \hat{f}_X}{\hat{\epsilon} V_p} + 1 \right\} \sup |g|.
\]  
(C.23)

Next we give a bound for $\hat{g} - \hat{g}_{-i}$. The analogues in this setting of $U_j$ and $U_{j,-i}$, defined at (C.13) and (C.14), are respectively $V_j$, defined at (2.3), and $V_{j,-i}$, given by
\[
V_{j,-i}(x) = \frac{1}{(n-1)h} \sum_{i_1: i_1 \neq i} Y_{i_1} \left( \frac{x - X_{i_1}}{h} \right)^j K \left( \frac{x - X_{i_1}}{h} \right).
\]

In this notation, and with $V = (V_0, \ldots, V_p)^T$ and $V^{-i} = (V_{-i,0}, \ldots, V_{-i,p})^T$, $\hat{g}$ and $\hat{g}_{-i}$ are given by
\[
\hat{g} = (\hat{M}^{-1} V)_0, \quad \hat{g}_{-i} = (\hat{M}_{-i}^{-1} V_{-i})_0.
\]

The argument leading to (C.23) can now be repeated to show that, provided that (C.18) holds,
\[
\max_{1 \leq i \leq n} \sup_{x \in I} |\hat{g}(x) - \hat{g}_{-i}(x)|
\leq \frac{2 (p + 1)^{1/2} \delta}{\hat{\epsilon} V_p} \left\{ \frac{(p + 1) \sup \hat{f}_X}{\hat{\epsilon} V_p} + 1 \right\} (C + \sup |g|),
\]
(C.24)
where $C$ is a constant such that $P(|\epsilon_i| \leq C) = 1$. 
Step 4: Bound for remainder term in (3.22). The bound is given at (C.28). Observe that

\[
\left| \text{CV}(h, p) - \left[ \frac{1}{n} \sum_{i=1}^{n} \{ \hat{g}(X_i) - g(X_i) \}^2 + \frac{1}{n} \sum_{i=1}^{n} \epsilon_i^2 \right] \right|
\]

\[
= \left| \frac{1}{n} \sum_{i=1}^{n} \left[ \{ \hat{g}(X_i) - \hat{g}_{-i}(X_i) \}^2 + 2 \{ g(X_i) - \hat{g}(X_i) \} \{ \hat{g}(X_i) - \hat{g}_{-i}(X_i) \} \right]
\]

\[
+ 2 \left( T_1 - T_2 \right) \right| \]  

(C.25)

\[
\leq \left\{ \max_{1 \leq i \leq n} \sup_{x \in I} \left| \hat{g}(x) - \hat{g}_{-i}(x) \right|^2 \right\}
\]

\[
+ 2 \left[ \frac{1}{n} \sum_{i=1}^{n} \{ \hat{g}(X_i) - g(X_i) \}^2 \right]^{1/2} \max_{1 \leq i \leq n} \sup_{x \in I} \left| \hat{g}(x) - \hat{g}_{-i}(x) \right|
\]

\[
+ 2 \left( |T_1| + |T_2| \right).
\]

Define

\[
S_1^2 = n^{-1} \sum_{i=1}^{n} \{ \hat{g}(X_i) - g(X_i) \}^2, \quad S_2^2 = \frac{p^3}{(nh)^2 \hat{\nu}_p^3},
\]

(C.26)

and assume that

\[
\sup \hat{f}_X \leq C_6 \]

(C.27)

for a constant \( C_6 > 0 \). If (C.27) holds then, noting the definition of \( \delta \) at (C.18), we deduce that \( \delta \leq C_7 (nh)^{-1} \) for all \( n \geq 2 \), where \( C_7 \) is a positive constant. Therefore, in view of (C.24) and (C.25), if \( S_1 \) is a set of values of \((h, p)\) such that the inequalities (C.18) and (C.27) hold for all \((h, p) \in S_1\), then

\[
\sup_{(h, p) \in S_1} \left| \text{CV}(h, p) - \left( S_1^2 + \frac{1}{n} \sum_{i=1}^{n} \epsilon_i^2 \right) \right| = O_p \left( S_2^2 + S_1 S_2 + |T_1| + |T_2| \right).
\]

(C.28)
Step 5: Bound for $n^{-1} \sum_i \{g(X_i) - \tilde{g}_{-i}(X_i)\}^2$. Recall that $\tilde{g}$ and $\tilde{g}_{-i}$ are given at (C.15) and (C.3), respectively. We define

$$S_4^2 = \frac{1}{n} \sum_{i=1}^{n} \{g(X_i) - \tilde{g}_{-i}(X_i)\}^2, \quad S_5^2 = \frac{1}{n} \sum_{i=1}^{n} \{g(X_i) - \tilde{g}(X_i)\}^2,$$

$$S_6^2 = \frac{1}{n} \sum_{i=1}^{n} \{\tilde{g}(X_i) - \tilde{g}_{-i}(X_i)\}^2, \quad S_7^2 = \{B_7 \exp(B_3 + 1)\}^{2p} p^{2B_2-(2p+3+s)} h^{2(p+1)},$$

and, at (C.32) below, we give a bound for $S_4$. This helps to elucidate the moment bound at (C.4).

Note that

$$S_4^2 \leq 2 \left( S_5^2 + S_6^2 \right). \quad (C.29)$$

If the inequalities at (C.18) and (C.27) hold then it follows from (C.23) that

$$S_6^2 = O_p(S_2^2). \quad (C.30)$$

Let $\mathcal{E}(x)$ denote the event that $\|\hat{M}(x) - f(x) M\| < f(x) \text{ev}_p(K)$. The argument leading to (B.6) in Appendix B implies that if the event $\mathcal{E}(x)$ obtains then

$$|g(x) - \tilde{g}(x)| \leq 2^{1/2} \left\{ f(x) \text{ev}_p(K) - \|\hat{M}(x) - f(x) M\| \right\}^{-1} \left\{ \sum_{j=0}^{p} R_j(x)^2 \right\}^{1/2}.$$

Then, pursuing the argument leading to (B.32) and thence (B.34), we deduce that if the part of (B.29) pertaining to (3.14)(a) holds then

$$S_5^2 = O_p \left[ p^{2B_2} \exp(2 p B_3) \{(p + 1)!\}^{-2} (B_7 h)^{2(p+1)} p^{-s} \right] = O_p(S_7^2). \quad (C.31)$$

(In this instance the requirement at (B.24), which relates to the contribution to (B.32) and (B.34) from stochastic error terms, is not relevant.) Combining (C.29)–(C.31) we obtain:

$$S_4^2 = O_p(S_2^2 + S_7^2). \quad (C.32)$$
Step 6: Bound for $|T_1| + |T_2|$. The bound is given at (C.41) below.

The arguments leading to (B.5) and (B.31) can be used to prove that

$$
\tilde{e}v_p(x) \geq f(x) ev_p(K) - \|\tilde{M}_i(x) - f(x) M\|,
$$

$$
P\left\{ \max_{1 \leq i \leq n} \|\tilde{M}_i(x) - f(x) M_p\| > \frac{2}{3} f(x) ev_p(K) \text{ for some } x \in I \right\} = O(n^{-C}),
$$

for all $C > 0$. Hence,

$$
\tilde{e}v^{-1}_p + \tilde{e}v^{-1} = O_p(\tilde{e}v^{-1}) = O_p\left\{ p^{B_2} \exp(B_3 p) \right\},
$$

(C.33)

uniformly in $h$ and $p$ satisfying the parts of (B.24) and (B.29) pertaining to (3.14)(a). (The bound in (C.33) for $\tilde{e}v^{-1}$ follows from (B.5) and (B.31).)

Observe that

$$
E(T_1^{2r} \mid \mathcal{X}) \leq \left\{ \frac{C_8 r}{n^{1/2} \log(2r)} \right\}^{2r} \left\{ \frac{p^3}{(nh)^2 \tilde{e}v_p^4} + \phi_1(h, p) \right\}^r,
$$

(C.34)

$$
E(T_2^{2r} \mid \mathcal{X}) \leq \left\{ \frac{C_8 r^4 p}{n^2 h \tilde{e}v_p^2 (\log 2r)^4} \right\}^r,
$$

(C.35)

where

$$
\phi_1(h, p) = \{B_7 \exp(B_3 + 1)\}^{2p} \{p^{B_2} \exp(B_3 p)\}^4 \{p^{B_2} \exp(B_3 p)\}^4 + \phi_1(h, p),
$$

we used (C.4) and (C.32) to derive (C.34), and (C.11) to obtain (C.35), and (C.34) and (C.35) hold uniformly in values of $h$ such that (C.27) holds. Hence, by (C.33),

$$
E(T_1^{2r} \mid \mathcal{X}) = O_p\left( \left\{ \frac{C_9 r}{n^{1/2} \log(2r)} \right\}^{2r} \times \left\{ \frac{p^3 (nh)^{-2} \{p^{B_2} \exp(B_3 p)\}^4 + \phi_1(h, p)}{\right\}^r \right),
$$

(C.36)

$$
E(T_2^{2r} \mid \mathcal{X}) = O_p\left( \left\{ \frac{C_9 r^4 p \{p^{B_2} \exp(B_3 p)\}^2}{n^2 h (\log 2r)^4} \right\}^r \right),
$$

(C.37)
hold uniformly in \( r \geq 1 \) and in \( h \) and \( p \) such that (B.24)(a), (B.29)(a) and (C.27) hold. That is, if we write (C.36) and (C.37) as \( \text{LHS} = O_p(\text{RHS}) \) then the supremum of \( \text{LHS}/\text{RHS} \), over \( r \geq 1 \) and \( h \) and \( p \) such that (B.24)(a), (B.29)(a) and (C.27) hold, equals \( O_p(1) \). Note, however, that in view of (3.20)(b), the constants \( B_2 \) and \( B_3 \) in (B.24)(a) equal \(-\frac{1}{2}\) and \( 1+2^{1/2} \), respectively. Therefore, (B.24)(a) and (B.29)(a) follow from the left- and right-hand inequalities in (3.21), respectively. Moreover, it can be proved from (3.16) and (3.20)(b) that

\[
P\left\{ \sup_{h:(h,p) \in S_0} x \in I \hat{f}_X(x) \leq C_9 \right\} = 1 - O(n^{-C})
\]

for all \( C > 0 \). Property (C.38) implies that the probability that (C.27) holds converges to 1 as \( n \to \infty \). Therefore,

\[
\sup_{(h,p) \in S_0} \frac{\text{LHS}}{\text{RHS}} = O_p(1).
\]

Let \( a > 0 \) and take \( r = r(n) \), in (C.36) and (C.37), to be the smallest integer not less than \( t = t(n) = a (\log n)/(\log \log n) \). For this \( r \), define \( a_j = a_j(h,n,p) \) by

\[
a_j = \begin{cases} 
C_9 r/n^{1/2} \log(2r) \left[ p^3/(nh)^{-2} \left\{ p^{B_2} \exp(B_3 p) \right\}^4 + \phi_1(h,p) \right]^{1/2} & \text{if } j = 1 \\
C_9 r^4 \left\{ p^{B_2} \exp(B_3 p) \right\}^2 / n^2 h (\log 2r)^4 \right]^{1/2} & \text{if } j = 2.
\end{cases}
\]

Then (C.39) implies that, for each \( \eta > 0 \),

\[
P\left\{ |T_j| > (\log n)^\eta a_j \left| \mathcal{X} \right. \right\} \leq \left\{ (\log n)^\eta a_j \right\}^{-2r} E(T_1^{2r} \left| \mathcal{X} \right.) = O_p \left\{ (\log n)^{-2\eta r} \right\},
\]

uniformly in \( (h,p) \in S_0 \). Now, \( (\log n)^{-2\eta r} \leq (\log n)^{-2\eta t} = n^{-2\eta} \). Therefore, if \( S_2 \subseteq S_0 \) satisfies \# \( S_2 = o(n^{2\eta}) \), then for each \( \eta > 0 \),

\[
P\left\{ \sup_{(h,p) \in S_2} |T_j| > (\log n)^\eta a_j \left| \mathcal{X} \right. \right\} = o_p(1).
\]

Since \( a \) can be any fixed positive number, and the kernel \( K \) is Hölder continuous, then, if \( a \) is chosen sufficiently large, standard lattice arguments allow (C.40) to be extended from
to the set
\[
S_3 = \left\{(h, p) \in S_0 : n^{\eta - 1} \leq h \leq 1 \text{ and } 1 \leq p \leq \log n\right\},
\]
for any \( \eta \in (0, 1) \). However, it follows from the definition of \( S_0 \), immediately above Theorem 3.2, that \( S_3 = S_0 \) if \( \eta > 0 \) is chosen sufficiently small. Hence, for any \( \eta > 0 \), and with
\[
\phi_2(p) = \{B_7 \exp(B_3 + 1)\}^2 p^{(2B_2 - (2p + 3 + s))/2},
\]
\[
b_j = \begin{cases} 
C_{10} (\log n) (\log \log n)^{-2} \\
	imes \left( n^{3/2h} \right)^{-1} p^{2B_2 + (3/2)} \exp(2B_3 p) + \phi_2(p) n^{-1/2} h^{p+1} \right) & \text{if } j = 1 \\
(n h^{1/2})^{-1} C_{10} (\log n)^2 p^{B_2 + (1/2)} \exp(B_3 p) / (\log \log n)^4 & \text{if } j = 2,
\end{cases}
\]
where \( C_{10} > 0 \) depends on \( a \), we have for each \( \eta > 0 \):
\[
P \left\{ \sup_{(h, p) \in S_0} |T_j| > (\log n)^\eta b_j \bigg| \mathcal{X} \right\} = o_p(1).
\]
Hence, for each \( \eta > 0 \),
\[
\sup_{(h, p) \in S_0} |T_j| = O_p \left\{ (\log n)^\eta b_j \right\}.
\]

Step 7: Conclusion. Recall from just above (C.28) that \( S_1 \) is any set of pairs \((h, p)\) such that (C.18) and (C.27) hold for all \((h, p) \in S_1\). Put \( S_4 = S_1 \cap S_0 \). Noting the definition of \( S_2 \) in (C.26), and combining (C.28), (C.33) and (C.41), we deduce that for each \( \eta > 0 \),
\[
\sup_{(h, p) \in S_4} \left| CV(h, p) - \left( S_1^2 + \frac{1}{n} \sum_{i=1}^{n} \epsilon_i^2 \right) \right| = O_p \left\{ \phi_3(h, p) + S_1 \phi_3(h, p) \right\}^{1/2} + (\log n)^\eta (b_1 + b_2) \right\},
\]
where \( \phi_3(h, p) = (n h)^{-2} p^{3+4B_2} \exp(4B_3 p) \).

Note from (3.9) (valid since (3.20)(b) holds), and (B.5) and (B.31) in Appendix B, that
\[
\hat{v}_p(x) \geq f(x) v_p(K) - \left\| \hat{M}(x) - f(x) M \right\| \geq C_{11} p^{1/2} \exp \left\{ - (1 + 2^{1/2}) p \right\},
\]
where the first inequality holds with probability 1 if \( x \in I \), and the second inequality holds with probability \( 1 - O(n^{-C}) \), uniformly in \( x \in I \), for all \( C > 0 \). From this result and (C.38) we see that the probability that both (C.18) and (C.27) hold, the latter for some \( C_6 > 0 \), converges to 1 at rate \( O(n^{-C}) \), for all \( C > 0 \), as \( n \to \infty \). Therefore the probability that \( S_4 = S_0 \) converges to 1, and so we can replace \( S_4 \) by \( S_0 \) in (C.42).

It follows from the definition of \( S_0 \) that, for all \((h,p) \in S_0\),

\[
(a) \ n^{\eta_4 - 2/3} \leq h \leq 1, \text{ and (b) } p \text{ is bounded above by a constant multiple of } (\log n)^{1 - \eta_2}. \tag{C.43}
\]

Property (C.43)(a) implies that \((nh)^{-2} \leq (nh^{1/2})^{-1} n^{-\eta_4}\), where \( \eta_5 = 3\eta_4 / 2 \), and from (C.43)(b) we deduce that \( \exp(Cp) = o(n^\eta) \) for all \( C, \eta > 0 \). Therefore, (C.43) entails \( \phi_3(h,p) = O((nh)^{-2} n^\eta) \) for all \( \eta > 0 \), whence it follows that \( \phi_3(h,p) = O((nh^{1/2})^{-1} n^{-\eta_5}) \) for each \( \eta_5 < \eta_4 \). Hence, using again (C.43)(b), noting the definitions of \( b_1 \) and \( b_2 \), and defining \( \eta_6 = \eta_5 / 2 \), we deduce that

\[
\phi_3(h,p) + S_1 \phi_3(h,p)^{1/2} + (\log n)^\eta (b_1 + b_2) \\
\leq C_{12} \left[ (nh^{1/2})^{-1} (\log n)^{2+\eta} p^{B_2+(1/2)} \exp(B_3 p) + S_1 (nh^{1/2})^{-1/2} n^{-\eta_6} \right] \\
+ n^{-1/2} h^{p+1} (\log n)^{1+\eta} \left( B_7 \exp(B_3 + 1) \right)^p p^{(2B_2-(2p+3+s))1/2}. \tag{C.44}
\]

It follows from the upper bound to \( h \) in (C.21) that for given \( p \),

\[
\sup_{h : (h,p) \in S_0} h = O\left\{ (\log n)^{-4-\eta_5} \exp(-2B_3 p) \right\}. 
\]

Since \( B_2 = -\frac{1}{2} \) then this property implies that, if \( \eta > 0 \) is sufficiently small,

\[
h^{1/2} (\log n)^{2+\eta} p^{B_2+(1/2)} \exp(B_3 p) = o(1), \tag{C.45}
\]
\[
\left[ n^{-1/2} h^{p+1} (\log n)^{1+\eta} \left\{ B_7 \exp(B_3 + 1) \right\}^p p^{(2B_2-(2p+3+s))/2} \right]^2
\]

\[
= (nh)^{-1} h^{2(p+1)} h (\log n)^{2(1+\eta)} \left\{ B_7 \exp(B_3 + 1) \right\}^{2p} p^{2B_2-(2p+3+s)}
\]

\[
= O\left\{ (nh)^{-1} h^{2(p+1)} (\log n)^{2\eta-2-\eta_3} p^{-(4+\eta)} \right\} = o\left\{ (nh)^{-1} + h^{p+1} \right\}^2. \tag{C.46}
\]

Combining (C.44), (C.45) and (C.46) we deduce that

\[
\phi_3(h, p) + S_1 \phi_3(h, p)^{1/2} + (\log n)^{\eta} (b_1 + b_2)
\]

\[
= o_p\left\{ (nh)^{-1} + h^{2(p+1)} \right\} + O_p\left\{ S_1 (nh^{1/2})^{-1/2} n^{-\eta_6} \right\}. \tag{C.47}
\]

Combining (C.42), with \( S_0 \) replacing \( S_4 \), and (C.47), we deduce that, uniformly in \((h, p) \in S_0\),

\[
CV(h, p) - \left( S_1^2 + \frac{1}{n} \sum_{i=1}^{n} \epsilon_i^2 \right)
\]

\[
= o_p\left\{ (nh)^{-1} + h^{2(p+1)} \right\} + O_p\left\{ S_1 (nh^{1/2})^{-1/2} n^{-\eta_6} \right\}. \tag{C.48}
\]

Now, \( S_1 (nh^{1/2})^{-1/2} n^{-\eta_6} = o_p\{ S_1^2 h^{1/2} n^{-\eta_7} + (nh)^{-1} \} \), for some \( \eta_7 > 0 \), uniformly in \((h, p) \in S_0\). Result (3.22) in Theorem 3.2 follows from this property and (C.48).
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